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IS THE FIRST AMENDMENT OBSOLETE?

Tim Wu*

The First Amendment was brought to life in a period, the twentieth century, when the political speech environment was markedly differently than today’s. With respect to any given issue, speech was scarce, and limited to a few newspapers, pamphlets or magazines. The law was embedded, therefore, with the presumption that the greatest threat to free speech was direct punishment of speakers by government.

Today, in the internet and social media age, it is no longer speech that is scarce—rather, it is the attention of listeners. And those who seek to control speech use new methods that rely on the weaponization of speech itself, such as the deployment of “troll armies,” the fabrication of news, or “flooding” tactics. This Essay identifies the core assumptions that proceeded from the founding era of First Amendment jurisprudence, argues that many of those assumptions no longer hold, and details the new techniques of speech control that are used by governmental and nongovernmental actors to censor and degrade speech. It concludes by arguing that protection of free speech may now depend on law enforcement recognizing its role in the protection of the American speech environment.
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Introduction

The First Amendment was a dead letter for much of American history. Unfortunately, there is reason to fear it is entering a new period of political irrelevance. We live in a golden age of efforts by governments and other actors to control speech, discredit and harass the press, and manipulate public debate. Yet as the expressive environment deteriorates, the First Amendment has been confined to a narrow and frequently irrelevant role. Hence the question—when it comes to political speech in the twenty-first century, is the First Amendment obsolete?

The most important change in the expressive environment can be boiled down to one idea: it is no longer speech itself that is scarce, but the attention of listeners. Emerging threats to public discourse take advantage of this change. As Zeynep Tufekci puts it, “[c]ensorship during the internet era does not operate under the same logic [as] it did during the heyday of print or even broadcast television.”1 Instead of targeting speakers directly, it targets listeners or undermines speakers indirectly. More precisely, the emergent techniques of speech control depend on new punishments, like the unleashing of “troll armies” to abuse critics, the fabrication of news, and “flooding” tactics that distort or drown out other speech through the payment of fake commentators or the deployment of propaganda robots.2 Powerful actors, both public and private, have adopted speech itself as a weapon for controlling speech, yielding challenges for which the First Amendment is unprepared.

The First Amendment first came to life in the early twentieth century, when the main threat to the nation’s political speech environment was state suppression of dissidents. Since its activation, the First Amendment has presupposed an information-poor world, and it focuses near-exclusively on the protection of speakers from government, as if they were rare and delicate butterflies threatened by one terrible monster.

2. A third, slightly older technique—control of speech platforms—is also used to regulate speech, but it is not the subject of this Essay. See, e.g., Jack Goldsmith & Tim Wu, Who Controls the Internet?: Illusions of a Borderless World (2006); Jack M. Balkin, Old-School/New-School Speech Regulation, 127 Harv. L. Rev. 2296 (2014); Lawrence Lessig, What Things Regulate Speech: CDA 2.0 vs. Filtering, 38 Jurimetrics J. 629 (1998). Control of speech platform techniques has already been subject to extensive scholarly attention, and laws that require such platforms to control speech are usually subject to First Amendment scrutiny. See, e.g., Reno v. ACLU, 521 U.S. 844 (1997).
But today, speakers are more like moths: their supply is apparently endless, and they tend to congregate on brightly lit matters of public controversy. The fundamental challenge comes not from cheap speech itself, but that its cheapness makes it easier to weaponize as a tool of speech control. The unfortunate truth is that speech may be used to attack, harass, and silence as much as it is used to enlighten. And the use of speech as a tool to suppress speech is, by its nature, challenging for the First Amendment to deal with—especially if it is taken as being in the business of protecting speech, no matter what the form. As it stands, the First Amendment seems to be waiting for a pamphleteer to be arrested before it will recognize a problem. Even worse, it may be used to try and block efforts to deal with some of the problems described here.

It may sound odd to say that the First Amendment is growing obsolete when the Supreme Court has an active First Amendment docket and there remain plenty of First Amendment cases in litigation. So that I am not misunderstood, I emphasize that the First Amendment’s core protection of the press and political speakers against government suppression is hardly useless or undesirable. With the important exception of cases related to campaign finance, however, the landmark free speech decisions of the last few decades have centered not on political speech but on economic privileges, like the right to resell patient data or the right to register offensive trademarks. If we accept that protection of political speech is a core function of the First Amendment, many of the recent cases are not merely at the periphery of this project but arguably on another continent. The apparent flurry of First Amendment activity masks the fact that the Amendment has become increasingly irrelevant in its area of historic concern: the coercive control of political speech.

The protection of a healthy speech environment in our times demands a rethinking of what it means to protect the channels of political speech in the


internet age. It is clear that part of the answer lies outside of the legal system—it has instead to do with the norms, ethics, and practices of the private speech platforms. Suffice it to say that the major and minor internet platforms by which the public’s attention is actually reached have proved vulnerable to manipulation, distortion and corruption by malicious actors and those acting in bad faith. The rise of troll harassment campaigns, the Russian manipulation of Facebook, and the deployment of propaganda bots are just a few of the examples. The question of how internet platforms might do better represents an ongoing discussion of great importance to this question.

But the legal system need not sit on the sidelines, and I believe an important part of the answer lies with law enforcement. We need recognize the role and, indeed, the duty of those who enforce the laws to uphold the First Amendment by defending the principal channels of online speech from obstruction and attack, whether by fraud, deception, or harassment of speakers. While the recognition of constitutional duties is less common in American constitutional law, the Court has, since the civil rights era, recognized that law enforcement has a duty to protect speakers from private efforts to silence them. In our times that translates into civil and criminal protection of the integrity of public debate—through law enforcement, both criminal and civil, against those who practice fraud; deception, including the impersonation of humans; and violation of campaign finance and other laws designed to protect the electoral process. As discussed below, there has already been some prosecution of those who violently threaten journalists, and special counsel Robert Mueller has indicted Russian hackers targeting the American electoral practice. But law enforcement can and should do more.

In addition, the judicially enforced First Amendment itself can and should adapt in important ways. It need, for one thing, be tolerant of the efforts undertaken to punish fraud and deception online. But it might also be proactive: the time is right to explore the importance of accomplice liability under the First Amendment. That is, we might ask when the state or political leaders may be held constitutionally responsible for encouraging private parties to punish critics. If public officials direct, encourage, fund, or covertly command attacks on their critics by private mobs or foreign powers, the First Amendment should be implicated.

These explorations should not distract from the main point of this Essay, which is to demonstrate that a range of speech-control techniques have arisen from which the First Amendment, at present, provides little or no protection. In the pages that follow, this Essay first identifies the core assumptions that proceeded from the founding era of First Amendment jurisprudence. It then argues that many of those assumptions no longer hold, and it details the new techniques of speech control that are used by governmental and non-

---


9. See infra Section IV.B.
governmental actors to censor and degrade speech. The Essay concludes with ideas about what might be done.

I. Core Assumptions of the Political First Amendment

As scholars and historians know well, but the public is sometimes surprised to learn, the First Amendment sat dormant for much of American history, despite its absolute language (“Congress shall make no law . . . .”) and its placement in the Bill of Rights.10 It is an American tradition in the sense that the Super Bowl is an American tradition—one that is relatively new, even if it has come to be defining. To understand the basic paradigm by which the law provides protection, we therefore look not to the Constitution’s founding era but to the First Amendment’s founding era.

As the story goes, the First Amendment remained inert well into the 1920s. The trigger that gave it life was the federal government’s extensive speech-control program during the First World War. The program was composed of two parts. First, following the passage of new Espionage and Sedition Acts,11 men and women voicing opposition to the war were charged with crimes directly related to their speech. Eugene Debs, the presidential candidate for the Socialist Party, was arrested and imprisoned for a speech that questioned the draft, in which he memorably told the crowd that they were “fit for something better than slavery and cannon fodder.”12

Second, the federal government operated an extensive domestic propaganda campaign.13 The Committee on Public Information, created by Executive Order 2594, was a massive federal organization of over 150,000 employees. Its efforts were comprehensive and unrelenting. As George Creel put it: “The printed word, the spoken word, the motion picture, the telegraph, the cable, the wireless, the poster, the sign-board—all these were used in our campaign to make our own people and all other peoples understand the causes that compelled America to take arms.”14

10. The First Amendment even sat silent when Congress passed its first laws restricting speech in 1798, not long after the adoption of the Bill of Rights and with the approval of many of the framers. Sedition Act of 1798, ch. 73, 1 Stat. 596. This fact, among others, has long been slightly embarrassing to originalists who may be inclined to support a strong First Amendment. Robert Bork was rare among the first wave of originalists in calling attention to the Amendment’s unpromising early history. See Robert H. Bork, Neutral Principles and Some First Amendment Problems, 47 Ind. L.J. 1, 22 (1971).


Information’s “division of news” supplied the press with content guidelines and appropriate stories to run. All told, the American propaganda effort reached a scope and level of organization that would be matched only by totalitarian states in the 1930s.15

The story of the judiciary’s reaction to these new speech controls has, by now, attained the status of legend. The federal courts, including the Supreme Court, widely condoned the government’s heavy-handed arrests and other censorial practices as necessary to the war effort. But as time passed, some of the most influential jurists—especially Learned Hand, Louis Brandeis, and Oliver Wendell Holmes—found themselves unable to stomach what they saw, despite the fact that each was notably reluctant to use the Constitution for antimajoritarian purposes.16 Judge Hand was the only one of the three to act during wartime,17 but eventually the opinions of these great judges (mostly expressed in dissent or concurrence) became the founding jurisprudence of the modern First Amendment.18 To be sure, their views remained in the minority into the 1950s and 60s, but eventually the dissenting and concurring opinions would become majority holdings,19 and by the 1970s the core political protections of the First Amendment became fully active, achieving more or less the basic structure we see today.

Left out of this well-known story is a detail quite important for our purposes. The Court’s scrutiny extended only to part of the government’s speech-control program: its censorship and punishment of dissidents. Left untouched and unquestioned was the Wilson Administration’s unprecedented domestic propaganda campaign. It does seem surprising, in retrospect, that there was no serious challenge brought contesting the president’s power to create a major propaganda agency on the basis of a single executive order.20 The fact of constitutional scrutiny of censorship coupled with a free ride for propaganda set the stage for what the First Amendment would be-

15. As described in Tim Wu, The Attention Merchants (2016), and sources cited therein.
17. See Masses Pub’g. Co. v. Patten, 244 F. 535, 542–43 (S.D.N.Y. 1917), rev’d, 246 F. 24 (2d Cir. 1917) (granting a preliminary injunction to the publisher of The Masses, a revolutionary journal that the Postmaster General’s office intended to withhold from the mails because it featured cartoons and text critical of the draft); see also Vincent Blasi, Learned Hand and the Self-Government Theory of the First Amendment: Masses Publishing Co. v. Patten, 61 U. Colo. L. Rev. 1 (1990).
come. It is notable because the propaganda campaign may have had the
greater influence over wartime speech and almost certainly a stronger limiting
effect on the freedom of the mainstream press.

I should also add that the story just told only covers the First Amend-
ment’s protection of political speech, or what we might call the story of the
“political First Amendment.”21 Beginning in the 1950s, the Court also devel-
oped constitutional protections for nonpolitical speech, such as indecency,
commercial advertising, and cultural expression, in landmark cases like Roth
v. United States22 and Virginia State Board of Pharmacy v. Virginia Citizens
Consumer Council, Inc.23 The Court also expanded upon both who counted
as a speaker24 and what counted as speech25—trends that have continued into
this decade.26 I mention this only for making the boundaries of this Essay
clear: it is focused on the kind of political and press activity that brought the
First Amendment to life in the 1920s.27

Let us return to the founding jurisprudence of the 1920s. In its time, for
the conditions faced, it was as convincing and thoughtful as judicial writing
can be. The opinions have the unusual distinction of living up to the hype.
For a First Amendment aficionado, rereading the canonical opinions is an
exciting and stirring experience not unlike rewatching a classic film. Which
is also the problem. The paradigm established in the 1920s and fleshed out in
the 1960s and ’70s was so convincing that it is simply hard to admit that it
has grown obsolete for some of the major political speech challenges of the
twenty-first century.

Consider three main assumptions that First Amendment law grew up
with. The first is an underlying premise of informational scarcity. For years,
it was taken for granted that few people would be willing to invest in speak-
ning publicly. In the 1920s, the printed press, newspapers, magazines, and
pamphlets were unquestionably at the center of political speech. It was safe
to assume that with respect to any given issue—say, the war—only a limited
number of important speakers could compete in the “marketplace of ide-

21. Cf. Bork, supra note 10, at 27–28 (defining political speech as "speech concerned
with governmental behavior, policy or personnel, whether the governmental unit involved is
executive, legislative, judicial or administrative"); Alexander Meiklejohn, The First Amendment
Is an Absolute, 1961 Sup. Ct. Rev. 245, 255 (arguing that the First Amendment "protects the
freedom of those activities of thought and communication by which we 'govern'").
26. The trend is summarized well in Morgan N. Weiland, Expanding the Periphery and
Threatening the Core: The Ascendant Libertarian Speech Tradition, 69 Stan. L. Rev. 1389
(2017).
27. In other words, this is an Essay about speech and reporting concerned with how we
are governed, which includes political criticism, campaigning, and public debates over policy
or specific regulatory or legislative initiatives. Cf. Robert Post, Meiklejohn’s Mistake: Individual
The second notable assumption arises from the first: listeners are assumed to have abundant time and interest to be influenced by publicly presented views. Finally, the government is assumed to be the main threat to the "marketplace of ideas" through its use of criminal law or other coercive instruments to target speakers (as opposed to listeners) with punishment or bans on publication. Without government intervention, this assumption goes, the marketplace of ideas operates well by itself.

Each of these assumptions has, one way or another, become obsolete in the twenty-first century, due to the rise in importance of attention markets and changes in communications technologies. It is to those phenomena that we now turn.

II. Attentional Scarcity and the Economics of Filter Bubbles

As early as 1971, Nobel Laureate Herbert Simon predicted the trend that drives this Essay:

[1]n an information-rich world, the wealth of information means a dearth of something else: a scarcity of whatever it is that information consumes. What information consumes is rather obvious: it consumes the attention of its recipients. Hence a wealth of information creates a poverty of attention and a need to allocate that attention efficiently among the overabundance of information sources that might consume it.

If it was once hard to speak, it is now hard to be heard. Stated differently, it is the attention of listeners that is now scarce. Unlike in the 1920s, information is abundant and speaking is easy, while listener time and attention have become highly valued commodities. It follows that one important means of controlling speech is targeting the bottleneck of listener attention, instead of speech itself.

Several major technological and economic developments over the last two decades have transformed the relative scarcity of speech and listener at-

---


29. This corresponds to Balkin’s “old-school” speech regulation techniques. See Balkin, supra note 2, at 2298.


31. Consider that information—including speech—is not actually received or processed unless it attracts the fickle attention of the listener. As William James first pointed out in the 1890s, and as neuroscientists have confirmed, the brain ignores nearly everything, paying attention to a very limited stream of information. 1 William James, The Principles of Psychology 409 (1890). At a minimum, the total capacity for attention is limited by time—168 hours a week—which becomes of particular relevance when the listeners in question are members of Congress, regulators, or others who are the supposed customers in the marketplace for good policy ideas.
tention. The first is associated with the popularization of the internet: the massive decrease since the 1990s in the costs of being an online speaker, otherwise known in Eugene Volokh’s phrase as “cheap speech,” or what James Gleick calls the “information flood.”32 Using blogs, microblogs, or platforms like Twitter or Facebook, just about anyone, potentially, can disseminate speech into the digital public sphere. This has had several important implications. As Jack Balkin, Jeffrey Rosen, and I have argued, it gives the main platforms—which do not consider themselves to be part of the press—an extremely important role in the construction of public discourse.33 Cheap speech also makes it easier for mobs to harass or abuse other speakers with whom they disagree.

The second, more long-term, development has been the rise of an “attention industry”—that is, a set of actors whose business model is the resale of human attention.34 Traditionally, these were outfits like broadcasters or newspapers; they have been joined by the major internet platforms and publishers, all of which have business models that demand maximizing the amount of time and attention that people spend with them. The rise and centrality of advertising to their business models has the broad effect of making listener attention ever more valuable.35

The third development is the rise of the “filter bubble.”36 This phrase refers to the tendency of attention merchants or brokers to maximize revenue by offering audiences a highly tailored, filtered package of information designed to match their preexisting interests. Andrew Shapiro and Cass Sunstein were among the first legal writers to express concern about filter bubbles (which Sunstein nicknamed “The Daily Me”).37 Over the 2010s, filter bubbles became more important as they became linked to the attention-resale business model just described. A platform like Facebook primarily profits from the resale of its users’ time and attention: hence its efforts to

34. See generally Wu, supra note 15.
35. Id.
maximize time on site.\textsuperscript{38} That, in turn, leads the company to provide content that maximizes engagement, by tailoring information to the interests of each user. While this sounds relatively innocuous (giving users what they want), it has the secondary effect of exercising strong control over what the listener is exposed to and blocking content that is unlikely to engage.

The combined consequence of these three developments is to make every minute of listener attention highly contested. As the commercial and political value of attention has grown, much of that time and attention has become subject to furious competition, so much so that even institutions like the family or traditional religious communities find it difficult to compete. Additionally, some form of celebrity, even “microcelebrity,” has become increasingly necessary to gain any attention at all.\textsuperscript{39} Every hour, indeed every second, of our time has commercial actors seeking to occupy it one way or another.

Hopefully the reader (if she hasn’t already disappeared to check her Facebook page) now understands what it means to say that listener attention has become a major speech bottleneck. With so much alluring, individually tailored content—and so much talent devoted to keeping people clicking away on various platforms—speakers face new challenges in reaching an audience of any meaningful size or political relevance. I want to stress that these developments matter not just to the hypothetical dissident sitting in her basement but for the press as well. Gone are the days when the CBS evening news might reach the nation automatically or when whatever made the front cover of the New York Times was known to all. The challenge, paradoxically, has only increased in an age when the president himself consumes so much of the media’s attention.\textsuperscript{40} The population is distracted and scattered, making it difficult even for those with substantial resources to reach an audience.

The revolutionary changes just described have not gone unnoticed by First Amendment or internet scholars. By the mid-1990s, Volokh, Kathleen Sullivan, and others prophesied the coming era of cheaper speech and suggested it would transform much of what the First Amendment had taken for granted.\textsuperscript{41} Sullivan, for example, memorably described the reaction to the internet’s arrival as “First Amendment manna from heaven.”\textsuperscript{42}

\begin{enumerate}
\item See Wu, supra note 15, at 303.
\item See Kathleen M. Sullivan, First Amendment Intermediaries in the Age of Cyberspace, 45 UCLA L. Rev. 1653 (1998); Volokh, supra note 32.
\item Sullivan, supra note 41, at 1669.
\end{enumerate}
But even as changes to the press and media opened new avenues for expression, scholars began to appreciate the possibility of new forms of control. Lawrence Lessig’s brilliant “code is law” formulation suggested that much of the future of regulation—including censorship and speech control—would reside in the design of this network and its major applications. In *Who Controls the Internet*, Jack Goldsmith and I argued that powerful states would attempt to reshape the network and its architecture to serve their interests. Jeffrey Rosen, Jonathan Zittrain, Christopher Yoo and others highlighted the censorial potential that lay in the use of intermediaries, either in the network infrastructure (with “net neutrality” as a counterweight) or in the main platforms (search engines, hosting sites, and later social media). The use of infrastructure and platforms as a tool of censorship has been extensively documented overseas, and also in the United States.

In 2014 Jack Balkin summarized much of this with a useful distinction between “old school” speech control—the state’s arrest and silencing of dissidents—and “new school” techniques corresponding to the control of speech intermediaries just described. Yet, in retrospect, what no one really anticipated was the new challenges arising from speech itself being used as censorial weapon both by powerful states and motivated private parties, or that scarcity of attention would make effective “flooding” and similar tactics. To be sure, writers like Julian Dibbell and Danielle Keats Citron have long been interested in the problem of online hate mobs and trolls. But these were always presumed to be malicious private actors: the missing piece was the threat posed by state-organized trolling and systematic use of hate speech as a censorial tool. The future always retains its power to surprise, and few of those celebrating greater access for all or “semiotic democracy” anticipated the arrival of fake news, human-impersonating robots, and other deliberate attacks on the integrity of the speech environment.

43. Lessig, supra note 2; see also Lawrence Lessig, *Code and Other Laws of Cyber-space* (1999).
44. Goldsmith & Wu, supra note 2.
46. The Open Net Initiative, launched as a collaboration between several universities in 2004, was and is perhaps the most ambitious documentation of online censorship around the world. See Evan M. Vittor, *HLS Team to Study Internet Censorship*, HAV. CRIMSON (Apr. 28, 2004), https://www.thecrimson.com/article/2004/4/28/hls-team-to-study-internet-censorship [https://perma.cc/6SRS-RCYS].
47. See generally Balkin, supra note 2 (describing “new school” speech control).
One might try to suggest that all of this constitutes another facet of “new school” speech control, but the approach strikes me as sufficiently distinctive and confounding to the First Amendment in distinct ways that I believe it deserves separate treatment. The next Part describes, in broad strokes, this new generation of speech controls, which have in common the approach of using speech itself as a weapon.

III. A New Generation of Speech Controls

A. A Diminished Reliance on Direct Censorship

Despite its historic effectiveness, direct and overt government punishment of speakers has become relatively less significant in the twenty-first-century media environment, even in nations without strong free speech traditions. This fact is harder to see in the United States because of the First Amendment tradition, but the point is made clearer when observing the techniques of governments that are unconstrained by similar constitutional protections.

The study of Chinese speech control provides a good example of a regime that, despite its full powers to directly arrest speakers and censor, does not rely exclusively or even predominantly on the technique. In a fascinating ongoing study of Chinese censorship, Gary King, Jennifer Pan, and Margaret Roberts have conducted several large-scale investigations into the government’s evolving approach to social media and other internet-based speech. What they discovered is a regime waging a war not just of suppression, but also of distraction—that is, an approach to speech control less intent on completely eliminating critical speakers or their speech but instead focused on distraction, cheerleading, and preventing meaningful collective action or organizing. The point should not be overstated: the Chinese government still preemptively censors many foreign sites (like Wikipedia, Facebook, Tibetan independence sites, and so on), encourages media and internet firms to self-censor, and also places prominent dissidents and their families under house arrest during politically sensitive times. But it does not engage in ongoing

49. This is the approach Balkin has taken so far. See Jack M. Balkin, Free Speech is a Triangle, 118 COLUM. L. REV. (forthcoming 2018) (manuscript at 6–38), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3186205 [https://perma.cc/VWJ7-7UJ9].
50. See generally Tufekci, supra note 1.
52. For an overview of Chinese direct censorship techniques, see Country Report China, FREEDOM HOUSE (2017), https://freedomhouse.org/report/freedom-world/2018/china [https://perma.cc/EV8W-3HP6]. Information on the house arrests can be found at, for example, Christian Shepherd, Families of Chinese Activists Face House Arrest, Harassment from “Smiling Ti-
mass arrests of every online critic, and for the most part, King, Pan, and Roberts conclude, the state’s agents “do not censor posts criticizing[] the regime, its leaders, or their policies” and “do not engage on controversial issues.”53 The authors suggest that the reasons are as follows:

Letting an argument die, or changing the subject, usually works much better than picking an argument and getting someone's back up . . . . [S]ince censorship alone seems to anger people, the [Chinese] program has the additional advantage of enabling the government to actively control opinion without having to censor as much as they might otherwise.54

Another reason for this approach is that, under conditions of attentional scarcity, high-profile government censorship or the mass imprisonment of speakers runs the risk of backfiring. The government is, effectively, a kind of celebrity whose actions draw disproportionate attention. And such attention may help overcome the greatest barrier facing a disfavored speaker: that of getting heard at all. In certain instances, the attention showered on an arrested speaker may even, counterintuitively, yield financial or reputational rewards—the opposite of chill.

In internet lore, one term for this backlash potential is the Streisand effect.55 Named after celebrity Barbra Streisand, whose lawyer’s efforts to suppress aerial photos of her beachfront resort attracted hundreds of thousands of downloads of those photos. The term stands for the proposition that “the simple act of trying to repress something . . . online is likely to make it . . . seen by many more people.”56 To be sure, the concept’s general applicability might be questioned, especially with regard to viral dissemination, which is highly unpredictable and rarer than one might imagine.57 Moreover, for a state like China, abilities of some dissidents to organize resistance efforts

53. King et al., 2017 APSR, supra note 51, at 496 (emphasis omitted).
54. Id. at 497 (citation omitted).
55. Mike Masnick, Since When Is It Illegal to Just Mention a Trademark Online?, Techdirt (Jan. 5, 2005, 1:36 AM) [hereinafter Masnick, Since When Is It Illegal to Just Mention a Trademark Online?], https://www.techdirt.com/articles/20050105/0132239.shtml [https://perma.cc/XL9J-JL3J]. The term was coined in an article about a cease-and-desist letter sent by Marco Beach Ocean Resort to Urinal.net—a “site [that] has hundreds of fans who regularly submit pictures of urinals they take from locations all over the world”—threatening legal action unless the website stopped mentioning the resort’s name alongside photos from its bathroom. The cease-and-desist letter prompted more attention than the original posts on Urinal.net. Mike Masnick, Is It Against the Law to Put the Name of the Toronto Airport on the Web?, TECHDIRT (Nov. 13, 2003, 1:43 PM), https://www.techdirt.com/articles/20031113/1338207.shtml [https://perma.cc/4VTM-V1QM].
56. Masnick, Since When Is It Illegal to Just Mention a Trademark Online?, supra note 55. But the Streisand example may be obscuring that many other cease-and-desist letters—even issued by celebrities—never attract much attention.
57. See Sharad Goel et al., The Structural Virality of Online Diffusion, 62 MGMT. SCI. 180 (2016).
might make the government consider it worth the attention to keep someone under arrest. Even still, the possibility of creating attention for the original speaker makes direct censorship less attractive, given the proliferation of cheaper—and often more effective—alternatives.

As suggested in the introduction, the new tools of speech control—those that use speech itself as a weapon—can be understood as content-driven efforts (attacks and harassment of critics; atrocity propaganda and discrediting), and distribution-driven efforts (flooding; computerized propaganda). These techniques are practiced to different degrees by different governments abroad. Yet given that they could be used by U.S. officials as well and that they pose a major threat to the speech environment whether or not one’s own government is using them—all are worth exploring in our consideration of whether the First Amendment, in its political aspects, is obsolete.

B. Troll Armies, Atrocity Propaganda, and Fake News

Among emerging threats are the speech-control techniques linked to online trolling, which seek to humiliate, harass, discourage, and even destroy targeted speakers using personal threats, embarrassment, and ruining of their reputations. These are the techniques of trolling, and whether directly employed by, loosely associated with, or merely aligned with the goals of the government or particular politicians, the techniques rely on the low cost of speech to punish speakers. While the following does not describe all that trolling campaigns do, it does describe the efforts meant to silence or punish opponents.

While there have long been internet trolls, in the early 2000s the Russian government pioneered the systematic use of trolling as a speech-control technique with the establishment of a “web brigade” (Веб-бригады), often called a “troll army.” Its methods, discovered through leaks and the undercover work of investigative reporters, range from funding groups that pay commentators piecemeal to employing full-time staff to engage in around-
the-clock propagation of progovernment views and attacks on critics.\textsuperscript{60} Soviet-born British journalist Peter Pomerantsev, who was among the first to document the evolving Russian approach to speech control, has presented the operative questions this way:

[W]hat happens when a powerful actor systematically abuses freedom of information to spread disinformation? Uses freedom of speech in such a way as to subvert the very possibility of a debate? And does so not merely inside a country, as part of vicious election campaigns, but as part of a transnational military campaign? Since at least 2008, Kremlin military and intelligence thinkers have been talking about information not in the familiar terms of “persuasion,” “public diplomacy” or even “propaganda,” but in weaponized terms, as a tool to confuse, blackmail, demoralize, subvert and paralyze.\textsuperscript{61}

There are three characteristic features of the Russian approach to trolling. The first is obscuring government’s role and influence. The hand of the Kremlin is not explicit; funding comes from “pro-Kremlin” groups or nonprofits, and those involved usually disclaim any formal association with the Russian state.\textsuperscript{62} In addition, individuals and even news outlets sympathetic to the cause often join as de facto volunteers, creating a mixture of government-funded and private actors.

A second feature are its defamation campaigns, or the deployment of what was once called “atrocity propaganda.” This refers to the fabrication and propagation of stories and rumors alleging vile or atrocious conduct with the intent of turning people against the target and damaging his or her reputation.\textsuperscript{63} A typical allegation is that the target abuses children or sexual partners, has illegitimate children or a loathsome disease, or engages in deviant sexual or religious practices.\textsuperscript{64} Milder versions, which may be more credible, might be fabricated allegations that the target mistreats a sensitive group, like military veterans.

Such defamation is certainly not unique to the internet age; as a matter of statecraft, its origins lie in the First World War, where the British, Belgians, and Germans pioneered the approach by spreading reports about
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German commitment of atrocities in Belgium.65 The Germans were accused (in unsubstantiated, but official, reports generated by the government and published by the British Press) of specific barbaric deeds such as the execution of an innocent nurse, the use of civilians as human shields, and the impaling of babies on bayonets.66 Today, the online version of such approaches is more often described as a category of “fake news.”

An important variation of such defamation campaigns are discrediting campaigns—efforts to impugn not just the character of the target but its status as a source of reliable information. While attacking the credibility of a speaker is, to be sure, a legitimate part of debate, the more extreme, malicious version relies on unsubstantiated allegations that the speaker or outlet is actually a foreign agent, a front paid for by corporations or nefarious sources, or a deliberate liar. While discrediting of reputable media outlets is a time-honored tradition,67 its reemergence is a feature of the internet age.

A third feature, and perhaps most distinctive feature of online trolling as a means of punishing speakers are the vicious, swarm-like attacks over email, telephone, or social media to harass and humiliate targets (originally, critics of President Putin or opponents of the State).68 While the online hate mob is certainly not a Russian invention,69 its systematic deployment for political objectives by a state or other powerful party is a novel development.

While these various “troll army” techniques were first systematically employed by Russia for domestic purposes, they have spread, both by imitation and also through Russian use against perceived opponents around the world.70 Some of the external deployments included attacks in the Ukraine and Finland, where trolls savagely attacked journalists who favored joining NATO (or questioned Russian efforts to influence that decision).71 Other countries have begun to borrow the techniques pioneered by Russia. For example, as Zeynep Tufekci writes, the Turkish government has embraced similar strategies as critics of the state have found “an enormous increase in

65. Grant, supra note 63, at 41.
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71. Higgins, supra note 68.
challenges to their credibility, ranging from reasonable questions to outrageous and clearly false accusations. These took place using the same channels, and even the same methods, that a social movement might have used to challenge false claims by authorities.”72 The goal, she writes, was to create “an ever-bigger glut of mashed-up truth and falsehood to foment confusion and distraction” and “to overwhelm people with so many pieces of bad and disturbing information that they become confused and give up trying to figure out what the truth might be—or even the possibility of finding out what is true.”73

Relevant to this Essay, the Russian government began actively deploying the troll army to attack the American speech environment around the time of the 2016 presidential campaign.74 More than a thousand trolls were assigned by Russian authorities to attack the political debate surrounding the U.S. election.75 As in Russia, the campaign managed to enlist American fellow travelers, including parts of the American press, thereby creating a mixture of private and public actors.

Looking back at the 2016 election, the basic trolling techniques are easy to find. For example, among the less subtle story lines pushed by Russian trolls during the 2016 election was the allegation that candidate Hillary Clinton and campaign manager John Podesta participated in satanic rituals, an allegation linked to their proposed attendance at a “spirit cooking” performance. 76 The well-known “pizzagate” story linked Clinton and Podesta to a criminal pedophilia ring based out of a Washington pizza restaurant.77 Both

72. Tufekci, supra note 1, at 246 (footnote omitted).
73. Id. at 231, 241.
75. See Roberts, supra note 74. The degree to which trolls operating in the United States are funded by or otherwise coordinated with the Russian state is a topic of wide speculation. Based on leaked documents and whistleblower accounts, however, at least some of the attacks on Trump critics in 2016 and 2017 were launched by Russia itself. See, e.g., Alexey Kovalev, Russia’s Infamous “Troll Factory” Is Now Posing as a Media Empire, Moscow Times (Mar. 24, 2017, 6:03 AM), https://themoscowtimes.com/articles/russias-infamous-troll-factory-is-now-posing-as-a-media-empire-57534 [https://perma.cc/94VP-NQ26].
of these stories had at least some Russian involvement in their invention and dissemination.\footnote{Popken, supra note 76.}

We also have very vivid examples of the personal troll army attacks, particularly those directed at journalists. As David French of the National Review puts it: “The formula is simple: Criticize Trump—especially his connection to the alt-right—and the backlash will come.”\footnote{David French, The Price I’ve Paid for Opposing Donald Trump, Nat’l Review (Oct. 21, 2016, 4:55 PM), https://www.nationalreview.com/article/441319/donald-trump-alt-right-internet-abuse-never-trump-movement [https://perma.cc/Q8JB-THJS].} Consider, for example, French’s description of the response to his criticisms of the president:

I saw images of my daughter’s face in gas chambers, with a smiling Trump in a Nazi uniform preparing to press a button and kill her. I saw her face photo-shopped into images of slaves. She was called a “niglet” and a “dindu.” The alt-right unleashed on my wife, Nancy, claiming that she had slept with black men while I was deployed to Iraq, and that I loved to watch while she had sex with “black bucks.” People sent her pornographic images of black men having sex with white women, with someone photo-shopped to look like me, watching.\footnote{Id.}

Rosa Brooks tells a similar story. Brooks, a law professor and popular commentator, wrote a column in late January 2017 that was critical of President Trump and speculated whether the military might decline to follow plainly irrational orders, despite the tradition of deference to the commander in chief.\footnote{Rosa Brooks, 3 Ways to Get Rid of President Trump Before 2020, Foreign Pol’y (Jan. 30, 2017, 9:26 AM), https://foreignpolicy.com/2017/01/30/3-ways-to-get-rid-of-president-trump-before-2020-impeach-25th-amendment-coup/ [https://perma.cc/NRZ2-TA6Y].} After the piece was picked up by Breitbart News, where it was described as a call for a military coup, Brooks experienced the following, which is worth quoting at length:

By mid-afternoon, I was getting death threats. “I AM GOING TO CUT YOUR HEAD OFF........B**TCH!” screamed one email. Other correspondents threatened to hang me, shoot me, deport me, imprison me, and/or get me fired (this last one seemed a bit anti-climactic). The dean of Georgetown Law, where I teach, got nasty emails about me. The Georgetown University president’s office received a voicemail from someone threatening to shoot me. New America, the think tank where I am a fellow, got a similar influx of nasty calls and messages. “You’re a fucking cunt! Piece of shit whore!” read a typical missive.

My correspondents were united on the matter of my crimes (treason, sedition, inciting insurrection, etc.). The only issue that appeared to confound and divide them was the vexing question of just what kind of undesirable I was. Several decided, based presumably on my first name, that I
was Latina and proposed that I be forcibly sent to the other side of the soon-to-be-built Trump border wall. Others, presumably conflating me with African-American civil rights heroine Rosa Parks, asserted that I would never have gotten hired if it weren’t for race-based affirmative action. The anti-Semitic rants flowed in, too: A website called the Daily Stormer noted darkly that I am “the daughter of the infamous communist Barbara Ehrenreich and the Jew John Ehrenreich,” and I got an anonymous phone call from someone who informed me, in a chillingly pleasant tone, that he supported a military coup “to kill all the Jews.”82

As suggested above, while the Russian state was the first to systematically employ trolling to serve the goals of the state, the techniques have spread to be employed by a variety of private actors. At this point it is not correct to suggest that the abusive, censorial online mob is always linked to Russia or always a tool of neofascists or the political right. Without assuming any moral equivalence, it is worth noting that there seems to be a growing parallel tendency of leftist mobs to harass and shut down disfavored speakers as well.83

C. Reverse Censorship, Flooding, and Propaganda Robots

A second set of techniques is focused on control over distribution and propagation, or on the total mixture of what people see and hear. In this sense, they are more clearly targeted at winning the war for attention. At bottom, these techniques depend on the idea of generating a sufficient volume of information to drown out disfavored speech, or at least distorting the sense of how much support any given view has. Whatever form they take, these techniques clearly qualify as listener-targeted speech control.

Once again, in the internet era, it has been the Chinese and Russian governments who have led the way in developing mass-flooding strategies.84 It is particularly instructive to focus on how China has sought to control internet speech domestically because its techniques rely heavily on the attentional flooding.

While it is among the world’s last Communist states, China has not, like North Korea, sought to avoid twenty-first-century communications technologies.85 Its embrace of the internet has been enthusiastic and thorough.86 Yet
the Communist Party has nonetheless managed to survive—and even enhance—its control over politics, defying the predictions of many in the West who forecast that the arrival of the internet would soon lead to the government’s overthrow.  

Some of the techniques of Chinese online speech control are not those described here—direct censorship (like arrest of journalists) and control of intermediaries (like the blocking of websites, and the imposition of self-censorship duties on online media). However, the Party also makes an ambitious effort to dominate discourse—most famously, by paying as many as two million people to post content that supports the Communist Party. As King, Pan, and Roberts wrote in 2017:

[T]he [Chinese] government fabricates and posts about 448 million social media comments a year. In contrast to prior claims, we show that the Chinese regime’s strategy is to avoid arguing with skeptics of the party and the government, and to not even discuss controversial issues. We show that the goal of this massive secretive operation is instead to distract the public and change the subject, as most of these posts involve cheerleading for China, the revolutionary history of the Communist Party, or other symbols of the regime.

In an attention-scarce world, these kinds of methods are more effective than they might have been in previous decades. When listeners have highly limited bandwidth to devote to any given issue, they will rarely dig deeply, and they are less likely to hear dissenting opinions. In such an environment, flooding can be just as effective as more traditional forms of censorship.

In addition to writing paid-for messages, a flooding campaign might create fake groups and even fake rallies designed to suggest support for a cause. For example, during the 2016 election, the Russian troll army created fake groups and even staged fake events to promote its interests. As documented by the New York Times, these goals were, in the main, accomplished through Facebook and Instagram.

An alternative to paying people is the employment of fake accounts and human-impersonating robots on social media sites, with the goal of amplifying “favored” content. Researchers have estimated that Twitter has as many
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as 48 million bot users,\(^{92}\) and Facebook has previously estimated that it has between 67.65 million and 137.76 million fake users.\(^{93}\) Philip Howard, who runs the Computational Propaganda Project at Oxford University, argues that the robots play an important role in amplifying what might otherwise be fringe or ignored stories, including some of the atrocity propaganda described earlier.\(^{94}\) As Howard points out, voters are strongly influenced by what they think their neighbors are thinking; fake crowds, deployed at crucial moments, can create a false sense of solidarity and support.\(^{95}\) Howard and his collaborators studied the linking and sharing of news on Twitter in the week before the 2016 U.S. presidential vote. Their research produced a startling revelation: "junk news . . . was just as, if not more, prevalent than the amount of information produced by professional news organizations."\(^{96}\)

Robots can also be employed to attack the open processes of the administrative state. In the spring of 2017, the Federal Communications Commission put its proposed revocation of net neutrality up for public comment.\(^{97}\) In previous years, such proceedings attracted vigorous argument by (human) commentators. This time, someone directed robots to impersonate—via stolen identities—hundreds of thousands of people; this flooded the system with fake comments, the vast majority of which—this time—were purportedly against federal net neutrality rules.\(^{98}\) Since that time, other agencies, in-
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cluding the Securities and Exchange Commission, have also experienced bot commenting, though the full extent of the problem remains unknown.99

* * *

As it stands, the First Amendment has little to say about any of these tools and techniques. The mobilization of online vitriol or the dissemination of fake news by private parties or foreign states, even if in coordination with the U.S. government, has been considered a matter of journalistic ethics or foreign policy, not constitutional law. Even the attacks on administrative procedure do not now register as classic First Amendment matters. Even if government itself were to use trolling, it has long been assumed that the U.S. government’s use of domestic propaganda is not a contestable First Amendment concern on the premise that propaganda is “government speech.”100 But under the existing jurisprudence, it seems that little—other than political norms that are fast eroding—stands in the way of a full-blown campaign designed to manipulate the political speech environment to the advantage of whomever best uses these techniques. Hence the question posed by the last Section: What, if anything, can be done?

IV. Protecting the Channels of Speech

The First Amendment, the centerpiece of the American free speech tradition, has become a bystander in an age of aggressive efforts to propagandize and control online speech. While it does wall off the most coercive technique of the government—direct and coercive punishment of disfavored speakers—that’s just one part of the problem. What we need most is a reconceptualization of what it means, in our times, to protect and promote a healthy political speech environment.

A major part of this project lies outside the domain of the First Amendment or the legal system more generally. It is, instead, centered on changes to the norms and practices of the internet platforms that are, in practice, among the major speech brokers of our times. At its essence, the debate concerns whether the platforms like Twitter, Facebook, Google, and others need adopt norms and policies traditionally associated with twentieth-century
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journalism given their extensive influence and central importance. The full debate goes beyond the scope of this Essay, but its importance means it cannot be neglected.

For the legal system there is a different priority. I believe that we need to recognize the importance of using the legal system to protect the main channels of online speech. I think it reasonable to suggest that basic protection of speakers and listeners can be understood as a constitutional duty to defend the basic values of the First Amendment. It is therefore important to recognize the most basic and obvious ways in which government can and should act on a regular basis to protect speakers and listeners from harassment, fraud, deception, and related practices. In this respect law enforcement has its work cut out for it.

A. Internet Platforms and Media Norms

First Amendment writers can sometimes overlook the role of the press and media ethics as a bulwark against some of the speech-control techniques described in this Essay. Ever since the rise of “objectivity” and “independence” norms in the 1920s, along with the adoption of formal codes of journalistic ethics, the mainstream press has generally considered certain conduct unprofessional and unseemly—such as publishing mere rumors and unsubstantiated accusations, knowingly serving as an arm of government propaganda, or printing news according to the demands of business interests. The press, at its best, has also guaranteed its reporters some security from attacks and abuse. To be sure, the press cannot be said to have always lived up to these standards or performed its duties consistently. There is a history of journalists becoming agents of domestic and foreign propagandizing, and there are longstanding debates about what constitutes a “fact” or “objectivity.” But the fact that the press does not always live up to its duties does not diminish the importance of their existence.

101. For a sample of the debate, see Robyn Caplan, Opinion, Like It or Not, Facebook Is Now a Media Company, N.Y. Times (May 17, 2016), https://www.nytimes.com/roomfordebate/2016/05/17/is-facebook-saving-journalism-or-ruining-it/like-it-or-not-facebook-is-now-a-media-company (on file with the Michigan Law Review).
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In contrast, the major speech platforms, born as tech firms, have become part of the media world almost by accident. By design, they have none of the ethical filters or safeguards that the press historically has employed. There are advantages to this design: the anything-goes approach has supported the appealing idea that anyone, and not only professionals, might have her say. The fact that platforms essentially allow anyone to publish anything has precipitated a great flourishing of speech in various new forms, from populist organizing through blogging, user-created encyclopedias, and social media.\textsuperscript{106} As Volokh prophesized in 1995: “Cheap speech will mean that far more speakers—rich and poor, popular and not, banal and avant-garde—will be able to make their work available to all.”\textsuperscript{107} But it has also meant, as we have seen, that the platforms are vulnerable to tactics that weaponize speech and use the openness of the internet as ammunition. The question now before us is whether the platforms need to do more to combat these problems for the sake of workable self-governance in the United States.

While Facebook has attracted its fair share of attention for its inattentiveness to media ethics,\textsuperscript{108} we might focus simply on Twitter, which has served as a tool for computational propaganda (through millions of fake users),\textsuperscript{109} dissemination of fake news,\textsuperscript{110} and harassment of speakers.\textsuperscript{111} Twitter does little about any of these problems. It has adopted policies that are meant, supposedly, to curb abuse. But the policies are widely viewed as ineffective, in no small part because they put the burden of action on the person being harassed. Columnist Lindy West, for example, has described her attempt to report as “abusive” a user who threatened to rape her with an “anthropomorphic train.”\textsuperscript{112} Twitter staff responded that the comment was
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“currently not violating the Twitter Rules.” When Twitter’s CEO once asked, “What’s the most important thing you want to see Twitter improve or create in 2017?” one user responded: “Comprehensive plan for getting rid of the Nazis.” To suggest that private platforms could—and should—be doing more to prevent speakers from harassment and abuse is perhaps the clearest remedy for the emerging threats identified above. Moreover, the problem of identifying and labeling sources of fake news is not intractable. Consider that Wikipedia does not have a widespread fake news problem. And if the troll problem is not new to the web, back in the 1990s the stakes were lower. Today, we are witnessing efforts to destroy the reputations of real people for political purposes to tip elections and to influence foreign policy. That mandates the conclusion that the law need play a more robust role in the fighting of such scourges.

**B. First Amendment Duties of Action**

The law and the legal system should not sit at the sidelines given the new challenges to the American and, indeed, global speech environment. The question, I suggest, is what should be done to protect the primary public channels of speech from deliberate attack. That means understanding and emphasizing the government’s duty to protect both listeners and speakers, and thereby promote an environment conducive to political debate.

The premise that the government has a duty to protect speakers and listeners is not new or unprecedented. In his classic Free Speech and Social Structure, Owen Fiss argued that “[t]he duty of the state is to preserve the integrity of public debate” so as to “safeguard the conditions for true and free discussion."

---
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collective self-determination.” For as much as the Constitution creates negative rights for individuals, the commitment to open public debate, along with the a commitment to a Republican form of government, has also been understood to impose duties to protect some of the basic processes of governance, including protections for the principal channels of political speech. This implies something as simple as suggesting the police must, for instance, protect even an unpopular newspaper from arsonists.

The clearest expression of the First Amendment’s creation of duties to protect the channels of speech comes from a series of cases featuring unpopular speakers, the police, and angry mobs. Beginning in the civil rights era, the Supreme Court suggested that the police had a duty, consistent with the First Amendment, to protect the speakers, not to arrest them. This was a point emphasized by Justice Black, who wrote that, given an unpopular speaker, the police “first must make all reasonable efforts to protect him” and that it is the duty of law enforcement “to protect petitioner’s constitutional right to talk.” In recent years, courts have reaffirmed that police officers have, within limits, a “duty to protect the plaintiffs’ right to speak” that “an officer [cannot] sit idly on the sidelines—watching as the crowd imposes, through violence, a tyrannical majoritarian rule . . . .”

It is this duty that law enforcement need take seriously in the age of current online threats. The police officer whose duty it is to protect speakers from harassment and attack needs to turn his or her efforts to protecting online speech. And it is important to understand that this protection is different in kind than broader measures to promote higher-quality debate by,
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for instance, regulating how a media outlet presents controversial issues (as in the “fairness doctrine” of the midcentury). There is a difference, in other words, between protecting channels of public debate from deliberate attack and trying to control the quality of debate. Hence, before engaging in a debate over any fairness rules, we should first recognize how much government already does offline and how much more it should do online through the commonplace of protecting listeners and speakers from actual attacks; threats; and from fraud, deception, and harassment. In other words, we already live in a world where government is acting—unconsistently, to be sure—in ways that help preserve the quality of public debate. What I am arguing is that law enforcement has a duty to do far more, given the new threats to speech, and that the First Amendment should not stand in the way.

Before going further, it would be useful to be more concrete about some of the ways that government should act, both under existing laws and through the enactment and enforcement of new laws. They include the following:

- The enforcement of existing federal or state antithreat, antiharassment, anticyberstalking laws to protect speakers, including journalists, from online threats and harassment.
- The enforcement of laws governing fraud, deception, and identity theft to fight deceptive propaganda campaigns, malicious usage of propaganda robots, and other mass deception campaigns.
- The introduction of antitrolling laws designed to better combat the specific problem of “troll army”-style mob attacks on journalists or other public figures.
- The enactment of statutory or regulatory restrictions on the ability of major media and internet speech platforms to knowingly accept money from foreign governments attempting to influence American elections.
- The enactment of new laws or regulations to police the problem of human impersonation and propaganda robots.

Such an enforcement program, coupled with new laws, would, I think, begin to fulfill the State’s duty to face some of the most serious speech threats in our time. Many of these laws can be justified by the government’s interest in protecting individuals from harm or deception, or the protection of procedures, like laws that protect the integrity of the electoral process. Yet they can also be justified as a means of protecting the channels of speech themselves and promoting the integrity of the speech environment. This is an approach that has been used to justify other regulation of speech—as ac-
complished by the copyright law, campaign finance laws, or communications regulation.127

Yet even as I’ve suggested that government may have some duty to enforce such laws, it is nonetheless clear that the enactment and vigorous enforcement of these laws would yield (and already has yielded) First Amendment challenges. The arguments go like this: so-called trolls are speakers too; robots can be understood as a means of amplification; lying is protected speech; and the right to speak anonymously, even in hateful ways, is important and need be protected. What I am calling harassment might be termed criticism of speakers and hence part of an ”interactive understanding of free speech values.”128

The First Amendment arguments against antiharassment and antideception laws gain some support from First Amendment cases that have protected lying as a form of speech, in certain contexts at least,129 and by cases suggesting there can be a right to speak anonymously, or at least a right not to be forced by government to reveal your identity.130 These decisions and the spirit of the First Amendment certainly demand room be left for anonymous blogging and tweeting; overclaiming or even lying for political effect; robust criticism of speakers; and other means of discourse which enliven debate and in the process also annoy and upset the speaker. But there remains a line—one which courts have not, so far, had great difficulty discerning—between lively online speech and criticism and the serious attacks that threaten harm to speakers or listeners, or harm to the integrity of speech channels themselves. There are, to be sure, hard cases in this area, but there are also easy ones as well. This is a point best illustrated by examples.

We might begin with the prosecution of troll armies and their organizers, whose typical method is the vicious, threatening attacks on targeted speakers. Despite the protections for anonymous speech, the cases so far have been receptive to the prosecution of threat-issuing trolls.131 Trolls frequently target speakers by describing horrific acts, and not in a manner suggesting humor or artistic self-expression.132 In the Supreme Court’s most re-
cent statement on the matter, it advised that “[i]ntimidation in the constitutionally proscribable sense of the word is a type of true threat, where a speaker directs a threat to a person or group of persons with the intent of placing the victim in fear of bodily harm or death.” The fact that threats are often not carried out is immaterial; the intent to create a fear of violence is sufficient. Given this doctrinal backdrop, there is reason to believe that the First Amendment would accommodate increased prosecution of those who try to intimidate journalists or other critics.

This belief is supported by the outcome of United States v. Moreland, the first lower-court decision to consider the use of the federal cyberstalking statute to protect a journalist from an aggressive troll. Jason Moreland, the defendant, directed hundreds of aggressive emails, social-media comments, and physical mailings at a journalist living and reporting in Washington, D.C. Many of his messages referenced violence and “a fight to the death.” In the face of a multifaceted First Amendment challenge, the court wrote:

His communications directly referenced violence, indicated frustration that CP would not respond to his hundreds of emails, reflected concern that CP or someone on her behalf wanted to kill Moreland, stated that it was time to “eliminate things” and “fight to the death,” informed plaintiff that he knew where her brother was, and repeatedly conveyed that he expected a confrontation with CP or others on her behalf. . . . The Court concludes that the statute is not unconstitutional as applied, as the words are in the nature of a true threat and speech integral to criminal conduct.

Cases like Moreland suggest that while efforts to reduce trolling might present a serious enforcement challenge, the Constitution will not stand in the way so long as the trolling at issue looks more like threats and not just strongly expressed political views.

Another set of cases surround the protection of the electoral process from those employing the techniques of speech control described here—especially impersonation, generation of fake news, and the usage of propaganda bots for the specific purpose of manipulating elections. Here the leading example is Special Counsel Robert Mueller’s indictment of thirteen Russians citizens for efforts to manipulate and influence the 2016 election. As the detailed indictment suggested, the means included the impersonation of American citizens, the creation of fictitious persons, and the creation of fake online activist groups designed to either foment dissent in general or support
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for candidates Bernie Sanders and Donald Trump.\textsuperscript{138} In Mueller’s indictment, the targets were indicted under federal criminal law for conspiracy to defraud the United States, conspiracy to commit wire and bank fraud, and aggravated identity theft.\textsuperscript{139}

Given that Mueller’s targets are overseas, any First Amendment defenses to these charges are unlikely to be litigated. But if challenged as unconstitutional, prosecution could be justified by the state’s compelling interest in defending the electoral process and the “national political community.” These are justifications that government has relied on in the defense of laws banning foreign campaign contributions. As a three-judge panel of the D.C. district court explained in a recent ruling on foreign campaign contributions: “the United States has a compelling interest for purposes of First Amendment analysis in limiting the participation of foreign citizens in activities of American democratic self-government, and in thereby preventing foreign influence over the U.S. political process.”\textsuperscript{140} It should not be any great step to assert that the United States may also have a compelling interest in preventing the deliberate manipulation of American elections through propaganda campaigns conducted through social-media platforms. The case is surely easier when foreign powers act, but the principle extends to domestic actors as well.

This brief discussion certainly does not exhaust the topic. Closer and harder questions surround law enforcement that targets fraudulent and deceptive speech, and there may be First Amendment challenges to new laws that seek to limit the use or sale of human-impersonating robots. Courts have generally supported the policing of deception, especially commercial deception, but within limits.\textsuperscript{141} As in every First Amendment matter, much depends on how such laws are written or cases are brought, but the long tradition of First Amendment cases allowing prosecution of fraud and identity theft seems to suggest that a well-written law would survive scrutiny. For it would seem an odd thing for the First Amendment to serve as a blanket license to confuse, defraud, and deceive the listeners whose interests are supposedly “paramount.”\textsuperscript{142}

Before leaving this topic we might return to a point mentioned earlier. We have already discussed laws, criminal and civil, designed not merely to protect listeners or speakers. As a constitutional matter, such laws can be just-
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tified by the harms they are intended to prevent as well as the protection of the channels of speech. But what about a law that goes further, that seeks to guarantee a higher equality and fairly balanced political debate in social media sphere? Such laws would be inspired by the indelible dictum of Alexander Meiklejohn: “What is essential is not that everyone shall speak, but that everything worth saying shall be said”—and, to some meaningful degree, heard. Imagine, for instance, a law that makes any social-media platform with significant market power a kind of trustee operating in the public interest and requires that it actively take steps to promote a healthy political-speech environment. This result would be a “fairness doctrine” for social media.

For decades the fairness doctrine obligated radio and television broadcasters to improve the conditions of political speech in the United States. It required that broadcasters cover matters of public concern and do so in a “fair” manner. Furthermore, it created a right for impugned parties to demand the opportunity to respond to opposing views using the broadcaster’s facilities. At the time of the doctrine’s first adoption in 1949, the First Amendment remained largely inert; by the 1960s, a constitutional challenge to the regulations became inevitable. In the 1969 Red Lion decision, the Supreme Court upheld the doctrine and in doing so described the First Amendment’s goals as follows:

> It is the right of the viewers and listeners, not the right of the broadcasters, which is paramount. It is the purpose of the First Amendment to preserve an uninhibited marketplace of ideas in which truth will ultimately prevail, rather than to countenance monopolization of that market, whether it be by the Government itself or a private licensee.

While Red Lion has never been explicitly overruled, it has been limited by subsequent cases, and it is now usually said to be dependent on the scarcity of spectrum suitable for broadcasting. The FCC withdrew the fairness doctrine in 1987, opining that it was unconstitutional, and Red Lion has been presumed dead or overruled by a variety of government officials and scholars. Nonetheless, in the law, no doctrine is ever truly dead. All things have their season, and the major changes in our media environment may
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have strengthened the constitutional case for laws explicitly intended to improve how outlets conduct political discourse.

To make my own preferences clear, I personally would not favor the creation of a fairness doctrine for social media or other parts of the web. That kind of law, I think, would be too hard to administer, too prone to manipulation, and if it did work too apt to flatten what has made the internet interesting and innovative and therefore counterproductive. But my own preferences are something different than the question of whether Congress has the power to pass such a law under the Constitution. Given the problems discussed in this Essay, and presuming, say, that a firm like Facebook continued to exercise a dominant role over what the population sees and hears, surely Congress has the power to impose some duties designed to safeguard or improve the nation’s system of collective self-government, whether for the First Amendment or perhaps for the survival of the republic. I just think it seems implausible that the First Amendment stands for the proposition that Congress, a state, or a city cannot try to cultivate more bipartisanship or nonpartisanship online. The justification for such a law would turn on the trends described above: the increasing scarcity of human attention, the rise to dominance of a few major platforms, and the pervasive evidence of negative effects on our democratic life.

C. Judicial Enforcement of the First Amendment

We have described the importance of law enforcement in acting to protect the free speech guarantees of the First Amendment. But could the amendment itself, in suitable litigation, be used to face some of new challenges described here? I think the answer is yes.

The most basic stumbling block lies in the fact that the First Amendment, like other guarantees in the Bill of Rights, has been understood primarily as a negative right against coercive government action—not as a right against the conduct of nongovernmental actors, or as a right that obliges the government to ensure a pristine speech environment. Tactics such as flooding and purposeful generation of fake news are, by our current ways of thinking, either private action or perhaps government speech.

It is true that, over the years, there have been some scholars who have suggested that the First Amendment ought to forbid government propagandizing.151 There have also been congressional bans on using foreign propaganda tools within the United States.152 Nonetheless, the prospect of a jurisprudence seeking to put the judiciary in the position of banning state


propaganda has always seemed a very challenging prospect. It puts judges in the uncomfortable position of adjudicating the differences between “propaganda” and “public relations,” “electioneering” and “use of the bully pulpit” and in that exercise risks making the judiciary into a Ministry of Truth.

Despite these challenges, I think the judicially enforced First Amendment may nonetheless have a role to play in policing some of the newer threats to speech. One way is through the First Amendment’s under-discussed “accomplice liability” doctrine. If a private mob attacks and silences critics of the government, purely of its own volition, there may be a role for law enforcement; yet a basic theory of state action suggests no role for the Constitution. But what about when the mob is not quite as independent as it first appears? Based on accomplice principles, I suggest that the First Amendment should hold government officials accountable when they take a hand in encouraging, coordinating, or otherwise providing direction to what might seem like private parties.

As many have observed, the current American president has seemingly directed online mobs to go after his critics and opponents, particularly members of the press.\footnote{See, e.g., Martin Pengelly & Joanna Walters, Trump Accused of Encouraging Attacks on Journalists with CNN Body-Slam Tweet, \textit{Guardian} (July 2, 2017, 2:21 PM), https://www.theguardian.com/us-news/2017/jul/02/trump-body-slam-cnn-tweet-violence-reporters-wrestlemania [https://perma.cc/JF6W-RTLD].}\footnote{French, supra note 79.} Even members of the president’s party have reportedly been nervous to speak their minds, not based on threats of ordinary political reactions but for fear of attack by online mobs.\footnote{Blum v. Yaretsky, 457 U.S. 991, 1003 (1982).} And while the directed-mob technique may have been pioneered by Russia and employed by Trump, it is not hard to imagine a future in which other presidents and powerful leaders sic their loyal mobs on critics, confident that in so doing they may avoid the limits imposed by the First Amendment.

But the state action doctrine may not be as much of a hindrance as this end-run supposes. The First Amendment already has a nascent accomplice liability doctrine that makes state actors, under some circumstances, “liable for the actions of private parties.”\footnote{Id. at 1004. The Fourth Circuit puts it slightly differently: the state is acting when it “has coerced the private actor,” or when it “has sought to evade a clear constitutional duty through delegation to a private actor.” German v. Fox, 267 F. App’x 231, 233 n. (4th Cir. 2008).} In \textit{Blum v. Yaretsky}, the Supreme Court explained that the state can be held responsible for private action “when it has exercised coercive power or has provided such significant encouragement, either overt or covert, that the choice must in law be deemed to be that of the State.” The \textit{Blum} formulation echoes common-law accomplice liability principles: a principal is ordinarily liable for the illegal actions of another party when it both shares the underlying mens rea, or purpose, and when it acts to encourage, command, support, or otherwise provide aid to
that party. Blum itself was not a First Amendment case, and it left open the question of what might constitute “significant encouragement” in various settings. But in subsequent cases, the lower courts have provided a greater sense of what factual scenarios might suffice for state accomplice liability in the First Amendment context.

For example, the Sixth Circuit has a line of First Amendment employment retaliation cases that suggested when public actors may be held liable for nominally private conduct. In the 2010 case Paige v. Coyner, the Sixth Circuit addressed the constitutional claims of a woman who was fired by her employer at the behest of a state official (Coyner) after she spoke out at a public meeting in opposition to a new highway development. Unlike a typical retaliation-termination case, the plaintiff presented evidence that she was fired because the state official complained to her employer and sought to have her terminated. The Sixth Circuit held that the lawsuit properly alleged state action because Coyner encouraged the firing, even though it was the employer who actually inflicted the punishment. Moreover, the court suggested an even broader liability standard than Blum, holding that the private punishment of a speaker could be attributed to a state official “if that result was a reasonably foreseeable consequence.” More recently, the Sixth Circuit reaffirmed Coyner where a police officer, after a dispute with a private individual, went to her workplace to complain about the individual with the “reasonably foreseeable” result of having her fired. Similar cases can be found in other circuits.

In the political “attack mob” context, it seems that some official encouragement of attacks on the press or other speakers should trigger First Amendment scrutiny. Naturally, those who attack critics of the state merely because they feel inspired to do so by an official’s example do not present a
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case of state action. (If burdensome enough, however, the original attack might be a matter of First Amendment concern.) But more direct encouragement may yield a First Amendment constraint. Consider, for example, the following scenarios:

- If government officials name individual members of the press and suggest they should be punished, yielding a foreseeable attack.
- If government officials call upon media companies to fire or otherwise discipline their critics, and the companies do so.
- If the government is found to be directly funding third-party efforts to attack or flood critics of the government or organizing or coordinating with those who provide such funding.
- If officials order private individuals or organizations to attack or punish critics of the government.

Based on the standards enumerated in *Blum* and other cases, these scenarios might support a finding of state action and a First Amendment violation. In other words, an official who spurs private censorial mobs to attack a disfavored speaker might—in an appropriately brought lawsuit, contingent on the usual questions of standing and immunity—be subject to a court injunction or even damages, just as if she performed the attack herself.

**Conclusion**

Changes in communications technologies inevitably present new challenges for the First Amendment. For nearly twenty years now, scholars have been debating how the rise of the popular internet might unsettle what the First Amendment takes for granted. Yet the emerging threats to our political speech environment have turned out to be different from what many predicted—for few forecast that speech itself would become a weapon of state-sponsored censorship. In fact, some might say that celebrants of open and unfettered channels of internet expression (myself included) are being hoisted on their own petard, as those very same channels are today used as ammunition against disfavored speakers. As such, the emerging methods of speech control present a particularly difficult set of challenges for those who share the commitment to free speech articulated so powerfully in the founding—and increasingly obsolete—generation of First Amendment jurisprudence.