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HUMAN RIGHTS AND CYBERSECURITY DUE DILIGENCE: A COMPARATIVE STUDY

Scott J. Shackelford JD, PhD*

ABSTRACT

No company, just like no nation, is an island in cyberspace; the actions of actors from hacktivists to nation-states have the potential to impact the bottom line, along with the human rights of consumers and the public writ large. To help meet the multifaceted challenges replete in a rapidly globalizing world—and owing to the relative lack of binding international law to regulate both cybersecurity and the impact of business on human rights—companies are reconceptualizing what constitutes “due diligence.” This Article takes lessons from both the cybersecurity and human rights due diligence contexts to determine areas for cross-pollination in an effort to provide firms with a more comprehensive view of due diligence best practices divorced from a particular technological or cultural context. In so doing, this Article uses the Guiding Principles on Business and Human Rights as a starting point, marrying this framework with the relevant cybersecurity literature and the overarching analytical framework of polycentric governance. Ultimately, this Article argues that organizations should take a wider view of enterprise risk management that combines their cybersecurity and human rights aspirations given the growing extent to which these fields are becoming interlinked under the umbrella of sustainable development.
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“Companies have a responsibility to respect human rights, which means to act with due diligence to avoid infringing on the rights of others.”

INTRODUCTION

No company, just like no nation, is an island in cyberspace; the actions of actors from hacktivists to nation states have the potential to impact the bottom line, along with the human rights of consumers and the public writ large. A case in point is the alleged Russian penetration of the Democratic National Committee’s servers during the 2016 campaign, raising the specter of cyber insecurity, civil rights violations, and rising geopolitical tensions in a single episode. To help meet the multifaceted challenges replete in a rapidly globalizing world—and owing to the relative lack of binding international law regulating both cybersecurity and the intersection of business on human rights—companies and countries are reconceptualizing what constitutes “due diligence.” This Article takes lessons from both the cybersecurity and human rights due diligence contexts to determine areas for cross-pollination in an effort to provide firms with a more comprehensive view of due diligence best practices divorced from a particular technological or cultural context. In so doing, this Article uses the Guiding Principles on Business and Human Rights as a starting point, marrying this

---

4. See, e.g., Human Rights Due Diligence, Bus. & Human RTS. Res. Ctr., http://business-humanrights.org/en/un-guiding-principles/implementation-tools/examples/implementation-by-companies/type-of-step-taken/human-rights-due-diligence (last visited Apr. 16, 2017) (“According to the UN Guiding Principles Reporting Framework, human rights due diligence is: ‘An ongoing risk management process . . . in order to identify, prevent, mitigate and account for how [a company] addresses its adverse human rights impacts. It includes four key steps: assessing actual and potential human rights impacts; integrating and acting on the findings; tracking responses; and communicating about how impacts are addressed.’”). This approach was chosen given the tendency of organizations to consider due diligence from an, at times, myopic lens that can be far too narrow given the multifaceted risks facing firms. See, e.g., Peter Howson, Identifying and Minimizing the Strategic Risks from M&A, in Approaches to Enterprise Risk Management 153, 154 (2010).
5. See, e.g., John G. Ruggie, Just Business: Multinational Corporations and Human Rights 78 (2013) (“The overriding lesson I drew . . . was that a new regulatory dynamic was
framework with the relevant cybersecurity literature and the overarching analytical framework of polycentric governance. Ultimately, this Article argues that organizations should take a wider view of enterprise risk management that combines their cybersecurity and human rights aspirations given the growing extent to which these fields are becoming interlinked under the umbrella of sustainable development.

This Article is structured as follows. Part I begins the analysis by defining key terms including cyber peace, sustainable development, and polycentric governance. Part II centers on the concept of human rights due diligence focusing on the Ruggie Framework. Part III builds from the discussion of human rights and discusses the emerging field of cybersecurity due diligence, with special attention being paid to how the concept is being operationalized in the public and private sectors. Finally, Part IV concludes the comparative analysis and discusses the extent to which human rights and cybersecurity are cross pollinating, emphasizing what that required under which public and private governance systems... each come to add distinct value, compensate for one another’s weaknesses, and play mutually reinforcing roles—out of which a more comprehensive and effective global regime might evolve, including specific legal measures. International relations scholars call this ‘polycentric governance.’


7. See, e.g., INT’L TELECOMM. UNION, Action Line C5 (Building Confidence and Security in the Use of ICTs)—National Cybersecurity Strategies for Sustainable Development, WSIS FORUM, https://www.itu.int/net4/wsis/forum/2016/Agenda/Session/120 (last visited Apr. 16, 2017). Although the topic of human rights due diligence has received attention in the literature, the intersection with cybersecurity and Internet governance has been underappreciated. See, e.g., Larry Cata Backer, From Institutional Misalignments to Socially Sustainable Governance: The Guiding Principles for the Implementation of the United Nations’ “Protect, Respect and Remedy” and the Construction of Inter-Systemic Global Governance, 25 PAC. McG. GLOBAL BUS. & DEV. L.J. 69, 85 (2012) (“This focus suggested both the governance character of the device - human rights due diligence was the expression of the “law” of corporate behavior within its operational framework - and the means through which it could enforce its norms and connect them to the governance systems of states and international actors.”). Cf. Oren Gross, Cyber Responsibility to Protect: Legal Obligations of States Directly Affected by Cyber-Incidents, 48 CORNELL INT’L L.J. 481, 494 (2015) (discussing conceptions of cybersecurity due diligence but neglecting its intersection with human rights). “Sustainable development” is discussed in detail in Part I(B). See Topic: Sustainable Development, INT’L INST. FOR SUSTAINABLE DEV., http://www.iisd.org/topic/sustainable-development (last visited Apr. 16, 2017) (“Sustainable development is development that meets the needs of the present without compromising the ability of future generations to meet their own needs. It contains within it two key concepts: the concept of needs, in particular the essential needs of the world’s poor, to which overriding priority should be given; and the idea of limitations imposed by the state of technology and social organization on the environment’s ability to meet present and future needs.”).
portends for the future of both due diligence and sustainable development and how firms should use this combined, more holistic, framework for business decision-making.

I. DEFINING KEY TERMS

In order to proceed with the analysis, it is important first to define key terms to provide framework for discussion. This Part proceeds by first introducing the multifaceted cyber threat and the concept of cyber peace before moving on to discuss the concepts of due diligence, sustainable development, and polycentrism. Parts II and III will then build from this discussion by investigating the intersections between human rights and cybersecurity due diligence.

A. The Multifaceted Cyber Threat Facing the Private Sector and “Cyber Peace”

From vulnerabilities in the SWIFT system undergirding international finance, to attacks on critical infrastructure operated primarily by private firms, to smart phones that can be turned into microphones, organizations of all sizes are increasingly in the cross-hairs of cyber attackers that can range from hacktivists to nation-states. Data on the number and type of cyber attacks impacting the private sector in particular is notoriously difficult to pin down. Companies rarely compile, organize, and transmit data on cyber attacks due in part to liability concerns. This concern was addressed somewhat by the Cybersecurity Act of 2015, which among other things, laid out liability protections for firms that voluntarily share their cyber threat data with the federal government. However, this congressional fix was far from the “comprehensive” bill originally envisioned, which is why President Obama had continued with executive action that, among other things, expanded public-private

8. See Trevor Hughes, Anti-Virus Pioneer John McAfee: Your Phone may be Snooping on You, USA Today (May 14, 2016, 5:59 PM), http://www.usatoday.com/story/tech/2016/05/11/anti-virus-pioneer-john-mcafee-warns-mobile-phone-snooping/84266838/ (noting that, according to John McAfee, “the danger comes from the camera and microphones we carry everywhere in our pockets, attached to our smartphones. It’s a ‘trivial’ matter, he says, for a hacker to remotely and secretly turn on a phone’s sensors.”).


information sharing and established the National Institute for Standards and Technology (NIST) Cybersecurity Framework comprised partly of private-sector best practices that companies could adopt to better secure critical infrastructure.11 Although the U.S. Securities and Exchange Commission (SEC) published disclosure requirements back in 2011, it interpreted existing regulations broadly, requiring disclosure of “material” attacks leading to financial losses,12 and suggested that more robust reporting requirements are in the pipeline.13 Moreover, there is evidence that even for those firms that should be reporting such breaches to the SEC, they have not been doing so either because they were not aware of the breach (which is reportedly still the case in the majority of incidents) or because of a lack of enforcement mechanisms.14

Given the complexities inherent in mitigating cyber risk, more firms are moving from a reactive, defensive posture, to a proactive approach to cybersecurity risk management that includes a range of technological, organizational, and budgetary best practices.15 Increasingly, these concepts are being bundled together within the growing literature on due diligence. While most of the attention on this concept initially came from the private sector, led by industries such as insurance, governments are also increasingly developing the concept, including the U.S. and Germany as is discussed further in Part III. Before turning to a full discussion of this concept,

though, it is important to understand the concepts of cyber peace, sustainable development, and polycentric governance.

The International Telecommunication Union (ITU), a UN specialized agency focusing on information and communication technologies (ICT), pioneered some of the early work in the field of cyber peace studies along with the Vatican and the World Federation of Scientists by defining the term in part as "a universal order of cyberspace" built on a "wholesome state of tranquility, the absence of disorder or disturbance and violence . . . ."16 Although certainly desirable, such an outcome, e.g., the end of cyber attacks, is politically and technically unlikely, at least in the near term.17 That is why cyber peace is defined here not as the absence of conflict, a state of affairs that may be more accurately called negative cyber peace.18 Rather, it is the construction of a network of multilevel regimes that promote global, just, and sustainable cybersecurity by clarifying the rules of the road for companies and countries alike in order to help reduce the threats of cyber conflict, crime, and espionage to levels comparable to other business and national security risks.19 To achieve this goal, a new approach to cybersecurity is needed that seeks out best practices from the public and private sectors to enhance cybersecurity due diligence. Working together through polycentric partnerships (defined in Part I(C)), we can mitigate the risk of cyber conflict by laying the groundwork for a positive cyber peace that respects human rights, spreads Internet access along with best practices, and strengthens governance mechanisms by fostering multi-stakeholder collaboration.20 Already some of the public- and private-sector efforts may be bearing fruit with, by some estimates, the severity of cyber attacks

---


17. To its credit, though, the ITU report recognizes this fact, and that the concept of cyber peace should be broad and malleable given an ever-changing political climate and cyber threat landscape. Id. at 78 ("The definition [of cyber peace] cannot be watertight, but must be rather intuitive, and incremental in its list of ingredients.").

18. The notion of negative peace has been applied in diverse contexts, including civil rights. See, e.g., Martin Luther King, Jr., Nonviolence and Racial Justice, 74 CHRISTIAN CENTURY 165, 165 (1957) (arguing "[t]rue peace is not merely the absence of some negative force — tension, confusion or war; it is the presence of some positive force — justice, good will and brotherhood.").

19. For a more in-depth discussion of this topic, see the original publication of this conceptualization in the Foreword to Managing Cyber Attacks, supra note 9.

beginning to plateau and “an emerging norm against the use of severe state-based cyber-tactics” evolving. Further progress may be made by applying lessons learned from the sustainable development and polycentric governance contexts.

B. Global Approaches to “Sustainable Development”

Sustainable development has been defined by the UN Brundtland Report as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs.” The term has found expression in all manner of legal instruments and civil society position papers at the national and international levels, ranging from the 1946 International Convention for the Regulation of Whaling to the 1983 International Tropical Timber Agreement. The concept has even found some traction in space law and policy circles. For example, international law requires States, “to avoid activities that would be harmful to the environment of the earth or to celestial bodies. . . .” This ‘no harm’ provision is a key part of fostering both due diligence—as will be discussed in Parts II and III—as well as sustainable development in space, but it is also left largely undefined, like so much of space law. Limited progress was made by the UN General Assembly in 2010, which added the objective of sustainable development alongside international cooperation to foster the peaceful use of space.


Since at least the 1980s, the international community has tried to create a single, comprehensive, and consensual framework for sustainable development. Yet results so far have been mixed, both in terms of conceptual clarity and programmatic success. Some progress was made, though, in reviewing the five main principles coming out of the International Law Association’s (ILA) New Delhi Declaration on Principles of International Law Relating to Sustainable Development, which included: integrated policy assessment, environmental sustainability, intergenerational equity, robust political participation, and intergenerational responsibility. The ITU has also been integral in pushing the boundaries of the concept, especially as it is applied to ICT. For example, former ITU Secretary General Dr. Hamadoun I. Touré has stated of the connection between sustainability and cybersecurity that: “[o]ur common vision of the information society envisages safe, secure, and affordable access to global networks. It is a key component in ensuring social and economic progress and sustainable development for people in every corner of the world.” Aside from highlighting the positive vision of a sustainable cyber peace, this quote also underscores the importance of cybersecurity itself in furthering the sustainability movement. Indeed, concepts from sustainability—from integrated reporting to certificate programs to leveraging the power of supply chains to spread positive network effects—have increasingly been applied to mitigating cyber risk. This connection is further manifest in a myriad of ways, from making energy-intensive data centers more environmentally friendly to bridging the often artificial divides between cybersecurity, and human rights such as privacy, and Internet governance. If this conceptualization is indeed accurate, then managing cyber attacks more effectively by instilling cybersecurity best practices while expanding Internet access and promoting human rights is vital to attaining the core tenants of sustainable development. At the firm level, this process is

29. Managing Cyber Attacks, supra note 9, at xiii.
30. For more on the distinction between negative and positive peace, see id. at xxv.
operationalized through Corporate Social Responsibility (CSR) to build, or if necessary rebuild, trust. But in order for the full promise of both cyber peace and sustainable development to be realized, CSR should be married with the historically more top-down framework of international human rights law to help build a polycentric approach to promoting sustainable cybersecurity as is discussed further in Part IV.34

C. Introducing Polycentrism

Given the relative lack of binding black letter law in both the human rights and cybersecurity contexts, coupled with the active role played by governments and firms in each setting, it is important to move beyond stale approaches to regulation and recognize the dynamism possible by leveraging the power of polycentric governance. Sometimes called the Bloomington School of Political Economy, the “basic idea” of polycentric governance, according to Professor Michael McGinnis, is that a group facing a collective action problem “should be able to address” it in “whatever way they [the members of the group] best see fit.” This could include using existing governance structures or crafting new systems. Polycentric governance regimes that are multi-level, multi-purpose, multi-type, and multi-sectoral in scope could complement the top-down governance model favored throughout much of the history of human rights governance. Indeed, this polycentric model has already prevailed in the Internet governance context, which has enjoyed a more organic development trajectory. Yet this trend is a

36. Id. at 1–2.
37. See Michael D. McGinnis, An Introduction to IAD and the Language of the Ostrom Workshop: A Simple Guide to a Complex Framework, 39 POL’Y STUD. J. 169, 171 (2011) (defining “polycentricity” as “a system of governance in which authorities from overlapping jurisdictions (or centers of authority) interact to determine the conditions under which these authorities, as well as the citizens subject to these jurisdictional units, are authorized to act as well as the constraints put upon their activities for public purposes.”).
double-edged sword with many nations seeking to assert greater control online, challenging the notion of cyberspace as a commons and fracturing governance at a time of increasing cyber insecurity. Indeed, polycentric governance is quickly coming into vogue as the preferred model of tackling “new” global collective action problems, marking a shift from more traditional twentieth century multilateral governance models. Increasingly, leaders across an array of fields, from the former President of Estonia, Toomas Ilves, and Director of the Internet Corporation for Assigned Names and Numbers (ICANN), Fadi Chehadé, to Nobel Laureates such as Professor Elinor Ostrom, have proffered polycentric governance as the best path forward to addressing the global collective action problems of climate change and cyber attacks. Policymakers seem to be listening, as may be seen in the 2015 Paris Agreement at the 21st UN Framework Convention on Climate Change Conference of the Parties (COP21), which included a national pledge and review process that marked a departure point from previous multilateral attempts at climate negotiations. This approach—which too has its faults, including a lack of hierarchy that can “yield gridlock rather than innovation”—is also increasingly being tried in the human rights and cybersecurity contexts, as is discussed next in the context of the due diligence debate.

II. HUMAN RIGHTS DUE DILIGENCE PRIMER

Human rights law, as opposed to CSR, has traditionally been a multilateral response to the issue of fostering social responsibility in governments, and indirectly the businesses they regulate. That is, it is a top-down mechanism to achieve a desired end, but it is also one often without the power to bind stakeholders. Many nations, for
example, engage in censorship practices that are in contravention of the Universal Declaration of Human Rights (UDHR), which includes Article 19’s protections of freedom of speech, communication, and access to information.\footnote{See Internet censorship listed: how does each country compare? GUARDIAN, https://www.theguardian.com/technology/datablog/2012/apr/16/internet-censorship-country-list (last visited Apr. 16, 2017); G.A. Res. 217 (III) A, Universal Declaration of Human Rights (Dec. 10, 1948) (“Everyone has the right to freedom of opinion and expression; this right includes the freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media and regardless of frontiers.”).} This apparent disregard for the UDHR highlights the difficulty of relying on non-binding international law to check the power of national governments and foster cyber peace, which further underscores the need for active private-sector engagement with more firms joining the thousands that have signed up to the UN Global Compact and the hundreds that have publicly stated policy positions on human rights.\footnote{See INST. FOR HUMAN RIGHTS & BUS., supra note 1, at 1.}

Facing pushback from nations weary of top-down approaches to fostering human rights protections, Special Representative of the UN Security-General John Ruggie crafted the Protect, Respect, and Remedy Framework (PRR Framework or Ruggie Framework) along with the accompanying Guiding Principles on Business and Human Rights (Guiding Principles) as a polycentric response to help move the ball forward.\footnote{See, e.g., JOHN G. RUGGIE, supra note 5, at 78 (“The overriding lesson I drew . . . was that a new regulatory dynamic was required under which public and private governance systems . . . each come to add distinct value, compensate for one another’s weaknesses, and play mutually reinforcing roles—out of which a more comprehensive and effective global regime might evolve, including specific legal measures. International relations scholars call this “polycentric governance.””).} First appointed as Special Representative of the Secretary-General on the issue of human rights and transnational corporations and other business enterprises in 2005, by 2008 the PRR Framework was ready for consideration by the Human Rights Council.\footnote{See Understanding the Corporate Responsibility to Respect Human Rights, HUM. RTS. & BUS. DILEMMAS F., http://hrbdf.org/understanding_business_responsibility/ (last visited Apr. 17, 2017).} Rather than requiring the public and private sectors to change their behavior, the Guiding Principles offer voluntary frameworks and best practices that businesses can adapt to suit their own purposes. The thinking is that, if sufficient public pressure is brought, a standard of care may be indirectly created through this name-and-shame process, shaping corporate behavior in a perhaps more organic and politically palatable manner than traditional human rights treaties. So far, this approach has met with
some success, as shown by the regime’s unanimous acceptance by the UN Human Rights Council in 2008 and again in 2011.48

The PRR Framework is built upon three pillars: (1) the State’s duty to prevent and address corporate human rights abuse under international human rights law;49 (2) the corporate responsibility to respect human rights, which exists independently from the first pillar;50 and (3) access to judicial and non-judicial remedies in the event of a breach of one or both of the first two pillars.51 Simply put, the “appropriate corporate response to managing the risks of infringing on the rights of others is to exercise human rights due diligence.”52 Indeed, the Guiding Principles have done a great deal to formalize the concept of human rights due diligence, which may be defined as: “An ongoing [and dynamic] risk management process . . . in order to identify, prevent, mitigate and account for how [a company] addresses its adverse human rights impacts. It includes four key steps: assessing actual and potential human rights impacts; integrating and acting on the findings; tracking responses; and communicating about how impacts are addressed.”53 These steps can, in turn, be simplified into three concrete and practical recommendations, which may be unpacked as: (1) implement a human rights policy, (2) relate it to human rights due diligence efforts, and (3) specify a remediation mechanism.54 First, a firm’s human rights policy should “be informed by appropriate internal and external expertise and identify what the company expects of its personnel and business partners. The policy should be approved at the most senior level and communicated internally and externally to all personnel, business partners and relevant stakeholders.”55 Second, regarding the operationalization of human rights due diligence,
firms should, at a minimum, commit to periodic assessments as to the “actual and potential human rights impacts of company activities and relationships,” then integrate these commitments into “internal control and oversight systems,” track corporate performance on a regular basis, and provide public and regular reporting on performance.\(^\text{56}\) Finally, if adverse impacts occur, firms should “cooperate in their remediation through legitimate processes,”\(^\text{57}\) such as through engaging third party consultancies, civil society groups, and, if necessary, outside counsel.

Despite the clarity brought by these steps, there remains no standard way of conducting human rights due diligence; “businesses are very diverse and they must decide what is best suited for them.”\(^\text{58}\) Regardless of the type and rate of corporate implementation, the most proactive firms recognize that due diligence is “not a one-time thing[,] but an ongoing process.”\(^\text{59}\) As European policymakers have stated,

> Human rights due diligence should start at the earliest pre-contract stages of a project’s lifecycle and continue through operations, to the project’s decommissioning and post-closure stages. It is about on-going processes, not one-off events such as an impact assessment at the start of a new project, or an annual report.\(^\text{60}\)

Guides have also been created by civil society to aid firms in creating their own human rights policies, which include suggestions that all policies, at a minimum, require: (1) “An explicit commitment to respect all human rights which refers to international human rights conflicts between local practice or law and international human rights standards are understood and are being proactively managed.”\(^\text{Inst. for Human Rights & Bus., supra note 1, at 2.}\)

\(^{56}\) \text{Inst. for Human Rights & Bus., supra note 1, at 7. It is also vital that firms take a more proactive stance, such as by "reinforcing human rights in business culture[,], . . . [which could] include raising rights awareness through training and emphasizing the importance of human rights due diligence within recruitment, hiring, training and appraisal processes, besides developing clear incentives and disincentives to encourage good performance and discourage bad behavior with regard to human rights." \textit{Id.} at 2.}\)

\(^{57}\) \text{U.N. Human Rights Council, \textit{supra} note 51, at 24.}\)

\(^{58}\) \text{Econsense, \textit{Respecting Human Rights: Tools and Guidance Materials for Business} 8 (2014), http://www.econsense.de/sites/all/files/Respecting_Human_Rights.pdf; \textit{see also Inst. for Human Rights & Bus., supra note 1, at 2 (arguing that "more transparency is needed on 'impact' or 'outcome' indicators to supplement many of the more 'process-oriented' approaches to human rights reporting currently under development.").}\)

\(^{59}\) \text{Econsense, \textit{supra} note 58, at 8.}\)

\(^{60}\) \text{European Comm' n, \textit{Oil and Gas Sector Guide on Implementing the UN Guiding Principles on Business & Human Rights} 14 (2013).}
standards, including the UDHR; (2) discussion of labor and employee rights; (3) provisions for non-labor rights reflecting a particular industry or sector’s environment; and (4) a commitment for companies to act in accordance with their policy goals.61

Beyond corporations, and reflecting the State’s duty to promote human rights under the Guiding Principles along with firms, the concept of human rights due diligence has also been increasingly codified by nations, including the United States, such as under the conflict minerals provisions of the Dodd-Frank Wall Street Reform and Consumer Protection Act, which require that companies must provide “a description of the measures taken . . . to exercise due diligence on the source and chain of custody of minerals.”62 This due diligence process must comport with a nationally or internationally recognized relevant framework,63 and should reflect a “know-and-show” style of due diligence, along with auditing and reporting in accordance with the Guiding Principles and Professor Ruggie’s broader vision of human rights due diligence norm.64 In particular, Section 1502 of Dodd-Frank is likely evidence that human rights due diligence has entered the “norm cascade” phase of the norm life cycle in international relations in which rules of the road become widely disseminated,65 despite some continued controversy.66 However, the election of Donald Trump and his promise to “dismantle Dodd-Frank” could cast doubt on this conclusion in the U.S. context post-2016.67 Regardless, this regime has had an important influence on a global norm creation that would survive the statute’s revision or repeal.

61. E CONSENSE, supra note 58, at 10.
64. See John G. Ruggie, supra note 5, at 128–29 (citing Martha Finnemore & Kathryn Sikkink, International Norm Dynamics and Political Change, 52 Int’l Org. 887 (1998)) (describing the life-cycle of norm uptake). In contrast, the relative paucity of national or internationally recognized due diligence frameworks that can be used by companies to comply with the SEC rule and the resistance that business groups have exhibited to the due diligence requirement are both evidence that the human rights due diligence norm has not advanced to the internalization stage, where the norm takes on a taken-for-granted quality. See id. (describing norm internalization). For a thorough analysis of Section 1502, see Galit A. Sarfaty, Human Rights Meets Securities Regulation, 54 Virg. J. Int’l L. 97 (2013).
65. See Sarfaty, supra note 65, at 98 n.6 (noting the lawsuits filed by the U.S. Chamber of Commerce, Business Roundtable, and industry groups to nullify SEC rules designed to operationalize Section 1502).
Beyond nations, other governance levels from local to global are taking action on human rights due diligence—including cities, such as Pittsburgh, Pennsylvania; St. Petersburg, Florida; and Edina, Minnesota, which have passed resolutions calling on local firms to promote human rights due diligence. A number of organizations have also imparted to their stakeholders education and guidance meant to provide additional support for and uptake of the human rights due diligence norm. An example of such private stakeholder human rights governance initiatives is the IPC—Association Connecting Electronics Industries, which has promulgated Conflict Minerals Due Diligence Guidance. Similarly, in keeping with the multi-level approach to due diligence envisioned under the polycentric Ruggie Guiding Principles, the OECD adopted the Due Diligence Guidance for Responsible Supply Chains of Minerals from Conflict-Affected and High-Risk Areas (Due Diligence Guidance) in May 2011. This stands in marked contrast to the political resistance to more top-down human rights formulations, including in the context of supply chains. Together, these examples highlight the fact that human rights due diligence is an increasingly prominent—if still somewhat underdeveloped—shaper of corporate behavior across numerous stakeholders. Until recently, however, the link between human rights and related areas including cybersecurity was underappreciated. We turn to that task

---


71. Cf. Sabrina Basran, The Impact of Ruggie’s Guiding Principles for Human Rights?, CSR Int’l. (Mar. 26, 2012), http://csrinternational.blogspot.com/2012/03/impact-of-ruggies-guiding-principles.html (“A year on, what impact has Ruggie’s Framework (particularly the second pillar) had on business behaviour? Not much. Beyond a stated commitment to the Guiding Principles in a few CSR reports and Code of Ethics, there has been a conspicuous lack of activity by companies in implementing the Framework. This is not to say there has been none, but examples are few and far between.”).

72. See Sarfaty, supra note 65, at 106 (“Critics have argued, however, that this approach limits human rights disclosure to material impacts—that is, those impacts that may cause legal, reputational, or other business risks—and that reporting may not lead to changes in corporate behavior.”).
next before discussing how these concepts may be married together under the umbrella of sustainable development in Part IV.

III. UNPACKING CYBERSECURITY DUE DILIGENCE

What is cybersecurity due diligence, and how is it similar to, or distinct from, conceptions of human rights due diligence? In the private-sector transactional context, cybersecurity due diligence has been defined as: “the review of the governance, processes and controls that are used to secure information assets.” This increasingly central concept to a variety of business activities as it is used here builds from this definition and may be understood as the corporate, national, and international obligations of both State and non-State actors to help identify and instill cybersecurity best practices and effective governance mechanisms so as to promote cyber peace by enhancing the security ICT infrastructure and the entrenchment of human rights. Put more simply, due diligence refers to activities used to identify and understand the various risks facing your organization. Cybersecurity due diligence, then, is centered on risk management best practices and obligations that may exist between States, between non-State actors (e.g., private corporations, end-users), and between State and non-State actors, and refers to the international obligations of both State and non-State actors to help identify and instill cybersecurity best practices so as to promote the security of critical ICT infrastructure. In so doing, the norm “commits states to ensuring that no actions originating on their territory in times of peace violate the rights of other states.” But determining exactly what nations’ due diligence obligations are to secure their networks and to prosecute or extradite cyber attackers is no simple matter. Yet surprisingly, given the concept’s increasing centrality, it has received relatively little attention in the literature.

74. An earlier version of this research was previously published as Shackelford, Russell, & Kuehn, supra note 6, at 4.
This subsection briefly reviews the relevant international law and discusses how a small subset of companies and countries—namely the United States and Germany—are operationalizing the concept, before moving on to discuss areas of convergence with the literature on human rights due diligence.

The international law on cybersecurity due diligence remains somewhat ambiguous, though there have been helpful steps forward as may be seen in the Tallinn projects and related undertakings. Precedent from the International Court of Justice (ICJ), for example, must be analogized from different contexts, and is to a certain extent contradictory. For instance, the Court held in Corfu Channel that it is “every State’s obligation not to allow knowingly its territory to be used for acts contrary to the rights of other States.” As applied to cybersecurity, this decision could implicate a duty to warn other States as to vulnerabilities in its networks that could be exploited by malicious actors and used to harm other nations. There is some support for this understanding as part of the 2015 G20 communique that called for a “duty to assist” victim nations, which could implicitly include a duty to warn these nations of impending cyber attacks. Similarly, the ICJ held in Trail Smelter (involving a 1935 transboundary air pollution dispute between the
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U.S. and Canada and representing the first application of the “polluter pays” principle in international law) that “no State has the right to use or permit the use of its territory . . . to cause injury by fumes . . . to the territory of another . . . when the case is of serious consequence and the injury is established by clear and convincing evidence.”81 Even though the decision was directed towards the emission of “fumes,” Trail Smelter has come to represent the broader “no harm” principle, which requires of States “that activities within their jurisdiction or control respect the environment of other States.”82 This “no harm” principle, although directed towards the environment, enjoys parallels with cybersecurity, and may serve as the foundation for a broader State obligation not to permit domestic activities that result in serious international consequences. However, the Court’s Nicaragua decision, in which it held that nations have an obligation not to interfere in one another’s domestic affairs if that intervention relates to “the choice of a political, economic, social, and cultural system, and the formulation of foreign policy,”83 may be read as being in contradiction to the Court’s effects jurisdiction analysis in Trail Smelter. This latter case also tracks the divergent State practice on Internet governance with some States asserting varying degrees of Internet sovereignty while others profess internet freedom and the virtues of the “global networked commons.”84 In summary, the ICJ jurisprudence is unsettled and is far from dispositive on the question of a cybersecurity due diligence norm.

As such, both State practice as well as lessons from the private sector can and should be considered to help build out a comprehensive approach to due diligence. Space constraints prohibit a thorough exploration of these topics,85 but in brief, more nations are discussing the importance of cybersecurity due diligence, including as part of their national cybersecurity strategies. The U.S. government, for example, has created the NIST Cybersecurity Framework, introduced above.86 This is important for a variety of
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reasons, including its roll in clarifying a standard of cybersecurity care in the U.S. that directly plays into the topic of due diligence. 87 For example, although the NIST Framework was only published in 2014, some private-sector clients are already receiving the advice that if their “cybersecurity practices were ever questioned during litigation or a regulatory investigation, the ‘standard’ for ‘due diligence’ was now the NIST Cybersecurity Framework.” 88 Eventually, the NIST Framework holds the potential not only to shape a standard of care for domestic critical infrastructure organizations, but also could help to harmonize global cybersecurity best practices for the private sector writ large given active NIST collaborations with several dozen nations including the United Kingdom, Japan, Korea, Estonia, Israel, and Germany. 89

Germany’s cybersecurity due diligence efforts are world-leading in many respects and rely in particular on close collaboration between the public and private sectors, nationally and globally. 90 Long known for its robust national data protection laws, Germany is now moving to create strict cybersecurity standards for critical infrastructure as part of a broader approach to developing the field of cybersecurity due diligence. 91 For example, SWP, a leading German defense think tank, issued a report on cybersecurity due diligence in 2016 in which it encouraged the development of a cybersecurity

---


due diligence norm as part of Germany’s 2016 national cybersecurity strategy.92 In describing its conception of due diligence, SWP argues that the norm builds from “the international legal standard of due diligence, which stipulates that a state must do everything necessary to prevent actions emanating from within its own territory that might infringe the rights of third parties[,]”93 which in turn echoes the ICJ’s holding in *Trail Smelter* as well as the OECD’s work on due diligence.94 This emerging norm is playing out in Germany and across Europe in numerous ways, including deeper public-private cooperation (as seen in the new Network and Information Security (NIS) Directive requiring all EU Member States to promulgate “minimum standards and reporting requirements for IT security, and operators of critical infrastructure must be involved in fighting cyber-crime,”)95 and the inclusion of more stakeholders in the policy formation process.96 More broadly, there is also an interrelationship between due diligence and Internet governance to consider, in particular the continuation of a multi-stakeholder (e.g., including both public- and private-sector organizations), as opposed to a multilateral (state-on-state), approach to regulating cyberspace.97 Debate persists about the extent to which a cybersecurity due diligence norm—as with human rights—should be enforceable on public- and private-sector stakeholders, and if so, at what level of governance is it most appropriate to exercise oversight.98

An analysis of how these cyber powers approach cybersecurity due diligence only moves the discussion so far though, given that many of the most innovative best practices come not from nations, but the private sector,99 which has had to respond to a rash of cybersecurity threats. Jason Weinstein, former Deputy Assistant Attorney
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General at the U.S. Department of Justice, summarized the issue of cybersecurity due diligence succinctly when he said: “When you buy a company, you’re buying their data, and you could be buying their data-security problems.” In other words, “[c]yber risk should be considered right along with financial and legal due diligence considerations.” A majority of respondents to one 2014 survey reported that cybersecurity challenges are already altering the M&A landscape, leading the American Bar Association to release a cybersecurity checklist for contracting parties that features due diligence. In other words, despite growing recognition as to the scale and scope of the multifaceted cyber threat facing firms, many remain predominantly reactive, and are thinking of due diligence too narrowly, artificially putting up barriers between human rights and cybersecurity that arguably do not belong and are not helpful.

IV. LINKING HUMAN RIGHTS AND CYBERSECURITY UNDER SUSTAINABLE DEVELOPMENT

As has been discussed in Parts III and IV, due diligence is an important concept permitting both countries and companies to better understand and meet their risk management goals. This process is playing out through operationalizing the no-harm principle, by which more firms are using the Guiding Principles to instill human rights best practices in their decision making, along with the NIST Cybersecurity Framework, to help guide cybersecurity investments. Similarly, countries are operationalizing these concepts through domestic statutes ranging from Section 1502 of
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104. See McAfee, UNSECURED ECONOMIES: PROTECTING VITAL INFORMATION 6 (2009), https://www.cerias.purdue.edu/assets/pdf/mfe_unsec_econ_pr_rpt_fnl_online_012109.pdf (comparing cybersecurity investment rates across countries and concluding that “[i]t appears that decision makers in many countries, particularly developed ones, are reactive rather than proactive.”).
Dodd Frank, the Cybersecurity Act of 2015, to the EU NIS Directive. However, these dual arenas of due diligence—comprising human rights and cybersecurity—remain largely separate as matters of corporate decision making and public policymaking, despite a growing recognition by intergovernmental organizations and civil society that both of these concepts are vital components of sustainable development. This may be seen explicitly in the 2015 Sustainable Development Goals, which state that “universal and affordable access to ICTs” is vital in twenty-first century sustainable development, but that this will not be possible without building confidence and security across ICTs. This final Part explores these linkages and how they mesh with the growing literature on polycentric governance, ultimately arguing for a bottom-up, comprehensive approach to enterprise risk management.

Human rights due diligence, as embodied in the Ruggie Guiding Principles discussed in Part II, calls for developing corporate policies, assessing the impacts of corporate actions, integration, as well as tracking and monitoring performance such that actions mesh well with stated goals as part of an overarching goal of mitigating harm to other stakeholders. State action is considered—indeed, required under international human rights law—to ensure that corporations take the necessary steps, as we have begun to see in the United States, along with the availability of judicial and non-judicial remedies in the event of a breach. Similarly, cybersecurity due diligence is emerging under international law as a mechanism “to hold states to account for omissions in making their infrastructure safe; for breaching their obligations by neglecting to take action; or for a lack of cooperation in protecting against and solving cyber attacks.” Such sentiments have been backed up by action at multiple governance levels above and beyond the national and regional examples discussed above. For example, in 2000, the UN General Assembly called upon states, “[to] ensure that their laws and practice eliminate safe havens for those who criminally misuse information technologies.” The UN Group of Governmental Experts (GGE) picked up this idea in its final report of June
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2015, which encourages all states to “ensure that their territories, and especially the computer systems and infrastructure situated there or otherwise under the states’ control, is not misused for attacks on the infrastructure of other states.”\textsuperscript{111} In other words, States are increasingly expected by the international community to work “in cooperation with other states . . . to do everything that may be reasonably expected of them to help deliver an ‘open, free and secure Internet.’”\textsuperscript{112} This requires domestic policies with, according to SWP, a high level of representativity, inclusiveness, and transparency,\textsuperscript{113} mirroring calls for a more robust human rights due diligence regime. Indeed, the argument has been made that, to be truly effective, firms exercising human rights due diligence should perhaps go beyond the Ruggie Framework and include requirements of transparency, external participation and verification, as well as continuous monitoring and review in order to meet their human rights goals.\textsuperscript{114} These common notions of diverse representation, inclusiveness, transparency, verification, and effective dispute resolution, in turn, mirror both the overriding goals of sustainable development—in particular the “no harm” principle introduced in Part I(B), which also is integral to discussions of human rights and cybersecurity due diligence—and polycentric governance.

Beginning in the early 1990s with her groundbreaking book \textit{ Governing the Commons}, Professor Elinor Ostrom created an informative framework of eight design principles for the management of common pool resources known as the Ostrom design principles, which has come to represent some of the core features of successful polycentric systems.\textsuperscript{115} These principles include the importance of: (1) “clearly defined boundaries for the user pool . . . and the resource domain”;\textsuperscript{116} (2) “proportional equivalence between benefits and costs”;\textsuperscript{117} (3) “collective choice arrangements” ensuring “that the resource users participate in setting . . . rules”;\textsuperscript{118} (4) “monitoring . . . by the appropriators or by their agents”;\textsuperscript{119} (5) “graduated
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sanctions” for rule violators”;120 (6) “conflict-resolution mechanisms [that] are readily available, low cost, and legitimate”;121 (7) “minimal recognition of rights to organize”;122 and (8) “governance activities [being] . . . organized in multiple layers of nested enterprises.”123 Not all of Professor Ostrom’s design principles are applicable in either the context of human rights or cybersecurity, and space constraints prohibit a deep analysis here.124 However, the overlap between many of these principles—including diverse representation, monitoring, and effective dispute resolution mechanisms—with efforts to refine and build out the sustainable development due diligence norm is apparent.

The fields of cybersecurity and human rights due diligence are further coming together explicitly surrounding issues of civil rights and data protection.125 This convergence may be seen in such areas as the Internet freedom and net neutrality movement regarding the free flow of information and ideas across borders, which is part and parcel of the multi-stakeholder approach to Internet governance discussed in Part III.126 A key question for Internet governance going forward is how best to assure “the availability, confidentiality, authenticity[,] and integrity of data[,]”127 as well as, more broadly, how best to reinforce human rights best practices across stakeholders—including, but not limited to, private users, civil society, academia, and the public and private sectors—as part of the overarching debate on Internet governance and informational self-determination.128 It is vital to foster the active engagement of diverse stakeholders, including representative civil society interests, in

120. Id.
121. Id.
122. Elinor Ostrom, Polycentric Systems: Multilevel Governance Involving a Diversity of Organizations, in GLOBAL ENVIRONMENTAL COMMONS: ANALYTICAL AND POLITICAL CHALLENGES INVOLVING A DIVERSITY OF ORGANIZATIONS 105, 118 tbl. 5.3 (Eric Brousseau et al. eds., 2012) (noting that polycentric systems frequently enjoyed better outcomes than those of central governments).
123. Id.
124. See Prenkert & Shackelford, supra note 3; in MANAGING CYBER ATTACKS, supra note 9, at Ch. 2.
125. See Bendiek, supra note 75, at 19.
126. See id. at 22; see also Madeline Carr, Power Plays in Global Internet Governance, 43 MILLENNIUM J. OF INT’L STUD. 640 (2014) (arguing for a more balanced approach to studying the benefits and drawbacks of multi-stakeholder Internet governance, including its capacity to reinforce existing (potentially skewed) power dynamics).
128. See Bendiek, supra note 75, at 22; see also Scott J. Shackelford, Should Cybersecurity Be a Human Right?, CONVERSATION (Feb. 13, 2017, 9:15 PM), http://theconversation.com/should-
order for effective progress to be made in this context, and for the promise of multi-stakeholder Internet governance more generally to be realized in keeping with the core principles of both sustainable development and polycentric governance.129

The convergence of human rights, cybersecurity, and Internet governance more generally has also begun to be codified, such as may be seen by the UN Human Rights Council’s 2012 resolution that human rights are equally valid online and offline.130 Since this resolution, the debate has moved on to topics like encryption, with the “UN’s special rapporteur on freedom of expression, David Kaye, call[ing] for the encryption of private communications to be made a standard.”131 International data flows, including those from the European Union to the United States, and vice versa, also continue to be a hot topic with the fall of the Safe Harbor regime and the rise of the Privacy Shield.132 Another overarching concern is the appropriate role for, and degree of, cybersecurity regulation being imposed by countries. SWP argues, for example, that “States should only intervene in a regulatory capacity when self-regulation can no longer guarantee democratic legitimacy, effectiveness, rule of law and transparency.”133 This perspective, in turn, resonates with the findings of the polycentric governance literature, which warns against “crowding out” smaller-scale efforts,134 such as the experimentation surrounding due diligence being undertaken by firms, cities, countries, and regions discussed throughout this Article.

CONCLUSION

From 2010–15, the Institute for Human Rights and Business argued that the overriding goals with regards to human rights due diligence should be broadly interpreted to achieve growth and
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More specifically, the Institute identified five themes in need of greater attention: “(1) Developing human-centered approach to business management; (2) establishing clarity about the explicit use of human rights terminology, standards and language; (3) integrating human rights in contractual relationships; (4) setting up accountability and grievance-mechanisms; and (5) ensuring transparency.” In many ways, the challenge from 2016–21 remains the same, except to add to this list the need to incorporate cybersecurity within firms’ human rights due diligence operations as part of a broader conceptualization of how corporate operations are impacting sustainable development and avoiding harm to others, a concept that could be called sustainable due diligence. As SWP argues, the due diligence norm is powerful given that, among other things, “[i]t expresses the cooperative and global character of a good international cyber and cybersecurity policy, without concealing its domestic foundations. Modern (cyber) foreign and security policies are always also domestic policies.”

The same may be said for human rights, which is also being operationalized at multiple governance scales, from city ordinances to the U.S. Securities and Exchange Commission to the UN itself, a process that will likely continue to gain traction as awareness of the concept in both the public and private sectors is further raised.

However, for sustainable due diligence to reach its true and most comprehensive potential, more robust enforcement mechanisms must be put into place, as was stated in the UN GGE statement committing States to “stop [cyber] attacks that emanate from their territories and also commit to not deliberately damaging other countries’ critical infrastructure or IT emergency teams.” The G2 cybersecurity code of conduct, 2016 G7 statement in support of cybersecurity norm building, and G20 list of cyber norms similarly provide fruitful ground on which to build out cybersecurity due diligence and further entrench it with human rights best practices, particularly as they relate to promoting the free flow of information, protecting privacy, and boosting economic development, all of which have been identified as being within the corpus of human rights law.

Furthermore, more work needs to be done on verification, transparency, and extraterritoriality in the sustainable due diligence process.
diligence context comprising cybersecurity, data privacy, and human rights considerations, lest we set out on a “collision course for different national legal systems, which would encourage the fragmentation of the global economic space and the Internet.”\textsuperscript{140} Deeper information sharing is also a vital component of an integrated due diligence norm, such as the pooling of cyber incident data into a repository that the public and private sectors can use to anonymously “share, store, aggregate, and analyze sensitive” cyber threat data as well as best practices.\textsuperscript{141} Ultimately, countries and companies, policymakers and directors must come together to practice sustainable due diligence through polycentric governance if the broader goals of avoiding harm, as well as promoting human rights and cyber peace, are to be achieved.
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