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INTRODUCTION
The Internet has matured into an unprecedented repository of data,
retrievable through myriad unique “links,” or Uniform Resource Loca-
tors. Yet, this wealth of information only became broadly accessible
through the invention and continual development of algorithm-based

* The author worked in the legal departments of Google Inc. and its German
subsidiary. Google provided no funding for this Article, which was written after the
employment relationship ended. The views expressed in this article are strictly those of the
author.
search engines. Keyword searches empowered search-engine users to find—and sometimes stumble upon—information with great ease. Indeed, search-engine indices arguably have become the most comprehensive catalogues of information the world has ever seen.

This wealth of accessible information poses challenges to traditional notions of privacy: aspects of our private and public lives, which previously would have rarely left the vicinities of our immediate social or professional circles, today find their way onto the Internet, where they are indexed for effortless potential retrieval through search engines. Because the marginal cost of indexing results for one more set of keywords (for instance, a person’s name) is negligible compared to the economic reward for the largest search engines, we find matching information when searching for people’s names irrespective of the role they assume in public life. While this public exposure may be immensely useful for some, problems arise when—for a variety of reasons, ranging from the tragic to the banal—people object to the dissemination of their personal information. Should there be new legal protections to accommodate those affected by evolving technological realities, or should we sacrifice privacy at the altar of freedom of expression and access to information? And if new legal protections are the answer, who should be liable to provide relief?

In this debate, search engines have been framed as mere intermediaries, such as a newsstand or a card catalogue. This analogy, however, might be inaccurate today—unless we are to add that, inter alia, this newsstand is frequented by about ninety percent of the market and that there is a list of publications about every person (or most people) available at each of its locations. Moreover, search engines are the centralized, habitual gateways to the information consumed in today’s information societies, and thus, should not be excluded from attempts to address the problems posed (in part) by the reality they helped create.

The Court of Justice of the European Union (“the Court” or “the CJEU”) confronted these questions in its May 2014 judgment in Google Spain SL, Google Inc. v. Agencia Española de Protección de Datos, Mario

2. See generally, Hal A. Varian, The Economics of Internet Search, 96 RIVISTA DI POLITICA ECONOMICA 177, 177-191 (2006) (explaining the economics of low marginal costs as applied to search engines).
5. See Toobin, supra note 3.
6. Id.
Based on the premise that new technologies require concomitant, evolving rights, the Court’s solution was a “right to be forgotten,” that is, a right to have search-engine results removed from search indices. While hailed as a victory by some, others have criticized the priority placed on the right to be forgotten over other, equally relevant rights.

It is all too easy to settle for a reductionist explanation that the judgment’s merits are relative depending on one’s cultural perspective or the interest represented. Rather, this Article seeks to contribute a critical examination of the legal-political context of the judgment within the European Union, the soundness of the Court’s reasoning, the Court’s likely animating principles, and its actual or probable effects. Such an effort to better understand the Court’s judgment appears overdue as privacy protections in Europe and elsewhere are likely to change significantly in the

---


coming years, for example, by means of the EU Commission’s pending General Data Privacy Regulation.

I. CONTEXT

A. The Legal Framework

The State’s abuse of personal information during the Second World War and Cold War left a strong cultural mark on the European Union. In the aftermath of the Second World War, the right to privacy was elevated to the level of a human right internationally (United Nations Universal Declaration of Human Rights), as well as in Europe (European Convention on Human Rights). While the popular fear was originally a fear of intrusion by government, it evolved to encapsulate skepticism of large corporate databases, lest those data collections be used for abusive purposes. By the 1980s, the Organization for Co-Operation and Development (OECD) had issued “Recommendations of the Council Concerning Guidelines Governing the Protection of Privacy and Trans-Border Flows of Personal Data,” and the European Council (not an EU institution) followed suit with its “Convention for Protection of Individuals with


13. But see Whitman, supra note 10, at 1164-71 (noting that the notion of controlling dignity and personal honor predates the 20th-century reactions to fascism and is properly understood as a “leveling up” of the general population to privileges previously reserved for members of aristocratic and monarchical societies).


Take as an extreme example the effort in the 1930s by the Netherlands to redesign their population information systems. The clear purpose of this endeavor was to improve administrative efficiency. However, part of the data that they collected for innocent reasons, was each citizen’s religious affiliation. Catastrophically, these data systems fell into the hands of the Nazis, and, arguably, as a result, Dutch Jews were killed at a much higher rather than any other Jews in Western Europe during the Holocaust.

Regard to Automatic Processing of Personal Data.”\(^{18}\) Because the conventions were not self-executing, however, data protections continued to vary widely among member states as they enacted their own data protection laws.\(^{19}\) Moreover, new technologies posed evolving privacy challenges to “harmonizing” and thus integrating the EU into a single market.\(^{20}\) Meanwhile, the free flow of data between member states became increasingly important to fostering the integration of the EU’s internal market.\(^{21}\) Hence, the idea of a pan-European data protection directive was born.\(^{22}\)

In late 1995, when broad access to the Internet was still a new phenomenon,\(^{23}\) the European Parliament and the Council of Ministers adopted Directive 96/46 “on the protection of individuals with regard to the processing of personal data and the free movement of such data.”\(^{24}\) Providing a framework for harmonizing data protection laws across member states, the Directive had a dual purpose: ensuring the free flow of data within the European Union while protecting the fundamental right to privacy.\(^{25}\) The Directive was addressed to the member states and required them to pass implementing legislation by late 1998.\(^{26}\) In implementing legislation within the Directive’s framework, each member state was to set up a minimum of one “supervisory authority” (later termed “Data Protection Authorities” or “DPAs”) for monitoring and enforcing compliance with the member state’s implementing legislation within the territory of the member state.\(^{27}\) Any person could directly contact the DPAs to claim infringements of data privacy rights (by both government and private actors).\(^{28}\) DPA decisions were made subject to appeal before member state courts.\(^{29}\) In 1999, Spain passed its implementing legislation, which provided for the amendment of a supervisory authority, the Agencia Española de Protección de Datos (AEPD).\(^{30}\)


\(^{20}\) Christopher Kuner, European Data Protection Law and Online Business 29 (2003).

\(^{21}\) Christopher Kuner, European Data Protection Law: Corporate Compliance and Regulation, xi (2d ed. 2006) (“Information has become the new raw material of the world economy. Just as, in past centuries, iron, wood, and coal were the foundation upon which the economy was based, so nowadays it is data and information.”).

\(^{22}\) See Salbu, supra note 19, at 668.


\(^{25}\) Id. art. 1(2).

\(^{26}\) See id. arts. 32-34.

\(^{27}\) See id. art. 28.

\(^{28}\) Id. art. 28(4).

\(^{29}\) Id. art. 28(3).

B. Public Sentiment in the EU

Leading up to the judgment, there had been numerous calls by politicians, regulators, academics, competitors, and traditional news media across the EU to constrain Google’s power, and subject its unknown quantities of servers, containing vast amounts of personal data, to EU law. Moreover, European skepticism of entrusting U.S. technology companies with large quantities of personal data was particularly high in light of the Edward Snowden revelations. The company’s market share in the EU search business continued to hover around ninety percent. At the same time, a long-running Commission investigation into possible violations of competition law appeared to be near a settlement without any findings of wrongdoing. The Commission set out to increase Google’s tax liability in the EU. A new General Data Protection Regulation with an explicit right to be forgotten had been discussed extensively since its introduction in January 2012 but was not scheduled to be adopted before 2016. EU politicians and regulators attributed the delay to extensive lobbying of EU institutions by U.S. technology firms—including Google, Facebook, and the U.S. Chamber of Commerce—aiming to water down

31. See Mathias Döpfner, An Open Letter to Eric Schmidt: Why We Fear Google, FRANKFURTER ALLGEMEINE (Apr. 16, 2014), http://www.faz.net/aktuell/feuilleton/debatten/mathias-doeprner-s-open-letter-to-eric-schmidt-12900860.html (publicizing a response to a letter to Google Chairman, Eric Schmidt, from the head of Axel Springer AG, one of Europe’s largest publishing houses); Volker Zastrow, Zum Tode von Frank Schirrmacher: Neuland, FRANKFURTER ALLGEMEINE (June 15, 2014), http://www.faz.net/aktuell/politik/zum-tode-von-frank-schirrmacher-neuland-12990725.html (noting that the late publisher of one of Europe’s most prominent newspapers was “proud” to have “majorly contributed” to the Court’s ruling).
33. See Dan Kaplan, Overseas Companies Reluctant to Use U.S. Cloud After Snowden NSA Leaks, SCMAGAZINE.COM (July 29, 2013), http://www.scmagazine.com/overseas-companies-reluctant-to-use-us-cloud-after-snowden-nsa-leaks/article/305046 (citing a survey by Cloud Security Alliance as revealing that 56% of non-U.S. residents, 62% of whom were from Europe, believed their companies were less likely to engage U.S. providers of cloud services in light of the Snowden incident).
34. See Toobin, supra note 3.
35. See Claire Cain Miller & Mark Scott, Google Settles Its European Antitrust Case; Critics Remain, N.Y. TIMES (Feb. 5, 2014), http://nyti.ms/LxX5ek.
the Regulation’s requirements.\textsuperscript{38} German publishers, for their part, had successfully lobbied the German parliament for the passage of ancillary copyright legislation aimed at a share of search-engine revenues,\textsuperscript{39} but the actual effect of the new law remained uncertain. On the other hand, member state high courts had ruled against Google in a number of important cases.\textsuperscript{40} In short, there were ample reasons for EU institutions to demonstrate their responsiveness to public and media concerns about the state of privacy rights in light of technological change.

C. Mr. Costeja González’s Case

In early 1998, the Spanish newspaper, \textit{La Vanguardia Ediciones SL}, published two announcements in its print edition about a real-estate auction to collect on social-security debts owed by Mr. Mario Costeja González, a Spanish lawyer.\textsuperscript{41} Subsequently, the newspaper made these announcements available on its website.\textsuperscript{42}

In November 2009, Mr. Costeja González contacted the newspaper directly, requesting that the two announcements be removed as irrelevant, given that the proceedings against him had been concluded years ago.\textsuperscript{43} When he had searched for his name on Google, the results included links to the newspaper’s announcements.\textsuperscript{44} The publisher, however, refused to remove the two webpages from its website, arguing that the publication was lawful pursuant to an order of the Spanish Ministry of Labour and Social Affairs.\textsuperscript{45}

Having been turned away by the publisher, Mr. Costeja González proceeded to ask Google Spain to remove the two search results when search-
ing for his name. In turn, Google Spain forwarded the request to the operator of its search engine, Google Inc., in California. Meanwhile, Mr. Costeja González—finding “it too far and difficult to launch a complaint in the U.S.”—proceeded to file a complaint with the AEPD. He sought to enjoin the newspaper from publishing his personal information on these two pages, or else alter the pages in such a way as to prevent them from appearing in search engines. In addition, Mr. Costeja González claimed that Google Inc. or Google Spain should be required to remove or conceal the two search results when searching for his name. He maintained his legal theory that the proceedings had been resolved and dated back a number of years, and that therefore, reference to them had grown irrelevant.

In July 2010, the AEPD’s director concluded that the newspaper’s continued publication of the announcements was legal due to the Ministry of Labour and Social Affairs’ order, whose objective had been to solicit a maximum number of bidders for the auction. Conversely, the AEPD upheld the complaint as against Google Spain and Google Inc., reasoning that search engines are subject to Member State data-protection implementing legislation due to their role as data processors. Having thus concluded that Google’s search engine fell within the jurisdiction of the AEPD for data-privacy purposes, the AEPD held it had power to require search engines to remove or block access to data that compromises the “fundamental right to data protection and the dignity of persons in the broad sense.” This power, the AEPD concluded, could be invoked by any subject of such data who “wish[ed]” that “such data not be known to third parties.” Moreover, the AEPD imposed direct, or primary, liability on search engines without requiring data subjects to contact the publisher of data first.

Google Spain and Google Inc. appealed the decision to the administrative chamber of the Audiencia Nacional, Spain’s national appellate tri-

46. Id. para. 20.
47. Id.
48. Id. para. 21.
49. See id. para. 20; Google Spain SL v. Agencia Española de Protección de Datos, para. 15; see also Opinion of Advocate General Jääskinen, Google Spain SL v. Agencia Española de Protección de Datos, 2013, paras. 41-42 (explaining how website publishers can exclude pages from being indexed by using a short code).
51. Id.
52. Id. para. 16.
53. Id.
55. Id.
56. Id.
bunal for administrative proceedings, including those of the AEPD. In order to answer whether a search-engine operator, when prompted by a data subject, has an obligation to remove results linking to third-party websites containing personal data, the Audiencia Nacional stayed the proceedings and referred a detailed set of preliminary questions about the interpretation of the Directive to the CJEU. These questions pertained to the implemented Directive’s territorial scope, its applicability to search engines, and the extent of individual rights granted by the Directive: whether the Directive establishes a so-called right to be forgotten. The Greek, Italian, Austrian, and Polish governments, as well as the European Commission, joined the proceedings.

D. Overview of the Court’s Response

The Court answered the interpretive questions referred by the Audiencia Nacional in the following way: First, it held that search-engine operators are subject to the Directive as processors of personal data pursuant to Articles 2(b) and (d). Second, it asserted personal jurisdiction under Article 4(1)(a) when a search-engine operator establishes a branch or subsidiary in a member state to promote and sell advertising on the search engine and directs its activity at the member state’s population. Third, the Court recognized, pursuant to Articles 12(b) and 14(a), a natural person’s general right to request—and search-engine operators’ obligation to comply with—the removal of third-party search results appearing when searching for her name and containing information relating to her person, even if the information is not previously or simultaneously removed from the publisher’s website itself. In addition, this general right is not contingent upon a finding of prejudice to the data subject in order for the information to be removed. Finally, the Court held that information’s lawfulness changes over time, and that, in light of the fundamental rights under Articles 7 and 8 of the Charter of Fundamental Rights of the European Union, the data subject’s rights “override, as a rule,” both the economic interest of the operator and the general public’s interest in the information.

58. Id. paras. 19-20.
60. See Google Spain SL v. AEPD.
61. Id. para. 100.
62. Id.
63. Id.
64. Id.
66. Google Spain SL v. AEPD, para. 100.
The Court referred the case back to the Audiencia Nacional to apply these interpretations of the Directive to the case at hand.67

II. JURISDICTION OVER SEARCH ENGINES OUTSIDE THE EU

A. Ratione Materiae: The Directive’s Applicability to Search Engines

In order for search engines to fall within the scope of the Directive, the Court first had to establish that the case involved personal data.68 The Directive’s broad definition of such data as “any information relating to an identified or identifiable [data subject]”69 clearly extended to bankruptcy auction notices bearing Mr. Costeja González’s name.70 Even if “personal data” was involved, however, the Court also had to address whether search engines “process” such data.71 The Court built on its own case law72 and the text of the Directive—which refers to collecting, retrieving, recording, organizing, storing, disclosing, and making available personal data—to conclude that search engines “collect[ ]” and “retrieve[ ]” personal data by “exploring the [I]nternet automatically, constantly and systematically” before “record[ing],” “organis[ing],” “stor[ing],” “disclos[ing],” and “mak[ing] available” such information.73 It thus rejected the argument that search engines don’t “process” such data because no human interaction with the data gathered, indexed, and displayed actually occurs.74

These determinations alone, however, would not have subjected search engines to the positive removal obligations for search results sought by Mr. Costeja González. Rather, the Court also had to find search engines to be “controllers” of personal data. Article 2(d) defines the term as “the natural or legal person, public authority, agency or any other body which alone or jointly with others determines the purposes and means of the processing of personal data.”75 Having already concluded that search engines process personal data, the Court swiftly reasoned that these search engines also determine the purposes and means of their processing activity.76 The Court found further support for this construction in the Direc-

67. See id.
68. See Directive 95/46, supra note 24, at art. 1(1); cf. Hanseatisches Oberlandesgericht Hamburg [OLGZ] [Hamburg Higher Regional Court] Nov. 13, 2009, MultiMedia und Recht [MMR] 141 (Ger.) (noting, inter alia, that the German implementing legislation of the Directive did not apply to search engines).
69. Directive 95/46, supra note 24, art. 2(a).
71. See Google Spain SL v. AEPD, para. 21.
72. Id. para. 26 (citing Case C-101/01, Sweden v. Bodil Lindqvist, 2003 E.C.R. I-12971, para. 25 (holding that loading of personal data onto a website constitutes “processing”)).
73. Id. para. 28.
74. See id. paras. 22, 41.
75. Directive 95/46, supra note 24, art. 2(d) (emphasis added).
76. Google Spain SL v. AEPD, para. 33.
In contrast, Google argued that website publishers, not search-engine operators, should be held responsible as website publishers could indicate to the search engine’s robots to exclude webpages from being indexed by use of a simple code. But even if this meant that the “purposes and means” of processing were determined jointly between the search-engine operator and the website publisher, the Directive’s text, according to the Court, allowed imposition of liability on search engines irrespective of the publisher’s liability. Moreover, the Court stated that the search engine’s processing is separate and additional to that conducted by host sites themselves because of search engines’ instrumental role in disseminating third-party data and providing a “structured overview” of information relating to the individual, thus causing additional harm to that of the source publication. In other words, the Directive’s fundamental-rights guarantees could not be effectuated if search engines were to be outside the scope of the Directive. The Court thus concluded that search-engine operators are “controllers.”

B. Tensions in the Court’s Reasoning

Deeming search engines “controllers” (for purposes of asserting jurisdiction under the Directive) creates a number of potential complications. As Advocate General Niilo Jääskinen pointed out in his findings, a broad, “blind literal” interpretation of “controller” might lead to absurd results. Moreover, such an interpretation might exceed the intentions of the Community legislators who passed the Directive in 1995 when the Internet’s trajectory of encompassing a comprehensive, global, widely accessible database of the world’s information arguably could not have been foreseen. For example, employing the Court’s interpretation, an ordinary Internet user who downloads the Court’s judgment to her computer, not strictly for personal purposes, could be considered a “controller.” In other words, ordinary Internet users would be subject to the compliance obligations of controllers under the Court’s interpretation of the Directive. The Court, however, seems to have guarded against such an interpretation

77. Id. para. 34.
78. Id. para. 39.
79. Id. para. 40.
80. Id. paras. 35-37.
81. Id. para. 38.
82. Id. paras. 33-34.
83. See id. paras. 32-41.
85. See id. paras. 27-28.
by means of its additional-harm theory, which singles out search engines for purposes of the Directive and thus protects or shields other Internet users from being subject to the Directive’s requirements. Thus, even if the definition might be extended to other large-scale intermediaries, it does not lend itself to include the unassuming individual the Advocate General was concerned about.

Yet, another objection is less easily dismissed: How can a search engine comply with the positive data processing and data-quality obligations imposed on controllers under Articles 6 and 7 For instance, how can a search engine ensure that a data subject cannot be identified any “longer than is necessary for the purposes for which the data were collected,” given the quantity of data indexed? And how is a search engine to ensure that it processes personal data “only if the data subject has unambiguously given his consent”? The absurd consequence would be that search engines themselves would be illegal under EU law. To avoid such an outcome, Advocate General Jääskinen argued that the Court should apply a rule of reason as it had done in Lindquist, thus not rendering search engines “controllers” of personal data. However, another way out of this conundrum is to refrain from taking the Court’s reasoning to its logical extreme, that is, curtail the controller obligations of Articles 6 and 7 to constitute mere ex post obligations when a data subject puts the search engine on notice. The Court might have implicitly endorsed this approach by failing to address this problem.

Of course, the Court had to deem search engines “controllers” of personal data in order to find the Directive applicable, stating, for instance, that “it [could] not be accepted” that Google should escape liability. A legal realist would be inclined to infer that the Court sacrificed—or rather deferred grappling with—the logical integrity of the Directive in order to rule on the fundamental rights questions at the core of the reference action, which the Court evidently cared about deeply. On the other hand, a more charitable reader would find justification for the Court’s broad definition of the term “controller” emanating from the Directive—the logic of

87. Google Spain SL v. AEPD, paras. 80, 87.
89. See Opinion of Advocate General Jääskinen, Google Spain SL v. AEPD, paras. 89-90.
90. Directive 95/46, supra note 24, art. 6(e).
91. See id. art. 7(a).
94. Google Spain SL v. AEPD, para. 58.
95. See id. para. 34.
which Advocate General Jääskinen criticized—and credit the Court’s implicitly permissive interpretation of controller obligations as correcting any potential absurdities. No matter one’s understanding, the problem is likely to come to the fore when, in future litigation, a claimant questions search-engine operators’ processing of data without prior blanket ex ante compliance with controller obligations.

C. Ratione Personae: The Relevance of the Search Engine’s Location

The Directive specifies the circumstances under which member states must exercise jurisdiction under their respective implementing legislation. Accordingly, such legislation is applicable where “the processing is carried out in the context of the activities of an establishment of the controller on the territory of the Member State.” Google Inc.’s Spanish establishment, Google Spain SL, possessed separate legal personality. But the Court relied on Recital 19 in the Directive’s preamble to exclude the legal form of an establishment in a member state as a jurisdictional shield. For purposes of privacy claims against search-engine operators, the Court thus rejected what is known as the “separate corporate identity doctrine.”

Google Inc., however, would not be subject to the provisions of member state implementing legislation merely by having an establishment in the EU. The data processing of Google Inc.’s search engine also had to occur “in the context of the activities of an establishment of the controller.” Since Google Spain merely promoted the sale of advertising and did not operate Google Inc.’s search engine, the Spanish subsidiary could not be considered the controller of the personal data in question. Therefore, the Court had to find that Google Inc.’s data processing occurred “in the context of the activities” of Google Spain.
Formally, the Court reached this conclusion by citing the text: “in the context of” the establishment’s activities is less restrictive than “by” the establishment. The Court also bolstered this reading with teleological arguments (the Directive’s purpose of protecting the fundamental right to privacy of natural persons) and by referring to the legislative intent of foreclosing technical circumvention of the Directive (as evidenced by Recitals 18 and 20 of the preamble). Yet, the fact that the advertising revenues produced by Google Spain feed back into and thereby help sustain the existence of the search engine that is run by its parent might ultimately have swayed the Court. In other words, the Court appears to have followed the money to conclude that the parent and its local establishment were “inextricably linked.”

Unfortunately, for purposes of legal certainty, the Court neglected to answer definitively which of the factors mentioned were dispositive to its conclusion. In addition, the Court declined to address the jurisdictional impact of two other potentially dispositive conditions the Audiencia Nacional inquired about, and thereby left the conditions’ independent jurisdictional impact unanswered. Similarly, it did not address questions as to whether, absent an establishment in a member state, jurisdiction could arise under public international law, or by making use of equipment within EU territory. This suggests that the Court meant to avoid a broad jurisdictional holding that could be applied in areas outside of privacy law.

Nevertheless, the Court’s ruling is unambiguous as to search engines operated abroad: member state jurisdiction for privacy claims exists where there is an establishment in a member state intended to help fund and promote the operation of the search engine. Of course, this rationale is not inherently limited to search engines; in principle, it might be extendable to any controller of personal data anywhere with an establishment in a member state and intentions to promote and sell ads for its data processing product. Because the Court merely required the local subsidiary to “intend[ ] to promote and sell [search-engine] advertising” that is directed

---

106. Id. para. 52.
107. Id. paras. 53, 58 (“[I]t cannot be accepted” that Google “should escape the obligations and guarantees” of the Directive).
108. See id. para. 54.
109. Id. para. 55; see also Opinion of Advocate General Jaäskinen, Google Spain SL v. AEPD, 2013, para. 64.
110. Google Spain SL v. AEPD, para. 56.
111. See id., paras. 45, 59 (stating that not addressing the impact of the parent company’s listing of a member state subsidiary as the representative and controller for two filing systems, or the local subsidiary’s forwarding of legal requests to the parent company).
112. Id. para. 60; cf. Proposal for a General Data Protection Regulation, supra note 12, art. (3)(5) (“This Regulation applies to the processing of personal data by a controller not established in the Union, but in a place where the national law of a Member State applies by virtue of public international law.”).
113. See Google Spain SL v. AEPD, para. 60.
114. See Gidari, supra note 88.
at the population of the member state exercising jurisdiction, the wording is not even limited to actual sales or promotion of advertising. The judgment’s language thus lends itself to a reading of a low threshold of mere intent behind a local subsidiary. The Court will need to clarify in future cases whether it meant this language to be taken to its logical conclusion.

In sum, the member state-subsidiary basis for extraterritorial jurisdiction not only eliminates the shield of the ‘separate corporate identity’ doctrine but also provides a potent sword for assertions of personal jurisdiction under the Directive.

III. The Right to Be Forgotten

A. The Kind of Right Involved (A Primer)

When asked about the Court’s decision, Mr. Costeja González exclaimed that what he “did was to fight for the right to request the deletion of data that violates the honor, dignity and reputation of individuals.” As Yale University law professor, James Whitman, points out, what Europeans perceive of as privacy differs significantly from common perceptions in the United States. Whereas continental Europeans in this context tend to think first and foremost about dignity of natural persons and their ability to control the information disclosed about themselves, that is, the right to control one’s public image, Americans primarily (though by no means exclusively) perceive of privacy as liberty from intrusion by the government, “especially in one’s own home.” Accordingly, Americans are much more worried about their “private sovereignty within [their] own walls”—at least traditionally. In contrast, Europeans states have developed various legal regimes aimed at protecting a sense of personhood.

Thus, the right here primarily concerns a continental-style (dignity) right to control one’s public image. This right was termed the “right to be...”

115. Google Spain SL v. AEPD, para. 60 (emphasis added).
116. Note, however, that extraterritorial assertions of jurisdiction over Internet content hosted outside of the EU (including in the U.S.) is not a new phenomenon in Europe. For instance, the German Federal Court of Justice did just that in 2010, asserting jurisdiction over an archived online news article in the New York Times that pertained to a German resident. Applying the factor of “directed to,” the Court held that jurisdiction is established where the content in question contains a clear reference to a location in Germany. Cf. Bundesgerichtshof [BGHZ] [Federal Court of Justice] Feb. 3, 2010, Gewerblicher Rechtsschutz und Urheberrecht [GRUR] 461 (Ger.).
118. Whitman, supra note 10, at 1155-60.
119. Id. at 1160-64.
120. Id. at 1161.
121. Id. at 1162.
122. Id. at 1163.
forgotten,” but has also been called a right to irrelevancy and a right to obscurity. Labels aside, its goal is to give natural persons a say in what cannot appear in search engines about them.

B. The Basic Contours of the Right to Be Forgotten

The Audiencia Nacional asked the Court whether a search-engine operator has an obligation under Article 12(b) (right to erasure) or Article 14(a) (right to object) to remove third-party search results that contain information about the data subject and appear when searching for the data subject’s name, even if the third-party website does not remove the information or the publication of the information is lawful. The Court again framed the question in terms of the “high level of protection of fundamental rights and freedoms of natural persons” sought by the Directive and backed by Articles 7 (respect for private and family life) and 8 (protection of personal data) of the Charter of Fundamental Rights of the European Union. Moreover, the Court pointed out the two-sided principle of protection found in Recital 25 of the preamble, which states that the Directive both confers rights and imposes obligations. It then proceeded to interpret the two provisions inquired about by the referring court.

Article 12(b) requires member states to ensure that every data subject has a “right to obtain from the controller as appropriate the rectification, erasure or blocking of data the processing of which does not comply with the provisions of this Directive, in particular because of the incomplete or inaccurate nature of the data.” The Court interpreted this obligation to extend to compliance with all of the Directive’s personal data processing requirements—not just primarily incomplete or inaccurate data. The Court further specified that—subject to a member state’s exceptions in areas such as national security, defense, or public security—all processing of personal data first had to comply with Article 6’s requirements and subsequently with those of Article 7. Yet, as in the material scope analysis, the Court failed to state specifically whether these are ex ante obligations.
as the Directive’s text would suggest. But it provided a clue as to the mode of construction of these provisions, stating that controllers (only) “must take every reasonable step” to ensure compliance. Thus, the Court appears to have foreclosed a “blind literal” reading the Advocate General Jääskinen had warned against in the material scope context, opting for a reasonableness approach to search engine obligations instead.

For purposes of Article 12(b), the Court stopped short of recognizing search engines as acting in the public interest under Article 7(e), that is, an independent legitimating reason not subject to being trumped by other rights or interests. Instead, it only conceded that search-engine operators’ data processing is “capable of being” considered a legitimate interest under Article 7(f), laying the groundwork for a balancing of rights. Thus, in accordance with the text of Article 7(f), the search engine’s interest is only legitimate so long as it is not “overridden” by the fundamental rights and freedoms of the data subject under Article 1(1) of the Directive and Articles 7 and 8 of the Charter.

In addition to bringing a claim pursuant to Article 12(b), a data subject may also object to processing under Article 14(a) “on compelling legitimate grounds relating to his particular situation” as outlined in Articles 7(e) and 7(f). The Court stated that the balancing that would occur under Article 14(a) would be more specific to the particular circumstances. But given that a data subject thus would have to justify his objection, there seems to be little if any incentive to pursue a claim under 14(a) as opposed to 12(b). This is even more so as the Court in passing gave search-engine operators an additional defense in the form of Article 7(e)’s unconditional public-interest legitimating reason, which it failed to mention in its analysis of Article 12(b). It remains to be seen whether such subtle, yet potentially significant, differences in the interpretation of search-engine obligations under the two articles will remain distinct or morph into one claim that will be treated alike.

Moreover, the Court firmly established the significance of timeliness of personal data, stating that Article 6(c) to (e) also requires that data be “adequate, relevant, and not excessive in relation to the purposes” of
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the data processing. This means that data that was once processed lawfully might “age” to become inadequate, irrelevant, or excessive, thus outliving its legitimate inclusion in search results for the data subject’s name. When this point is reached, the Court concluded that the information must be removed. But the Court provided no specifics as to when information is no longer relevant, or whether this may differ depending on the kind of information involved. This could provide an opening for future reference actions but also creates substantial legal uncertainty in the meantime. As expected in a reference action merely interpreting EU law, the Court refrained from explicitly applying this principle to Mr. Costeja González’s case, as the original publication dated back sixteen years. Rather, the Court stated that “it should be held” that announcements be excluded from the search-engine results for his name. Thus, the Court’s de facto application of these terms to the facts of the case at least provides partial insight into its definition of these terms: claims involving the precise features of Mr. Costeja González’s should result in removal of search results. But this factbound definition hardly provides helpful guidance to those applying member state law under the Directive’s framework to different sets of facts. The Court’s subsequent balancing analysis, however, provides partial relief to the uncertainty.

As to the scope of the removal, the Court only required removal from the search results for the data subject’s name as opposed to a complete removal of a given URL from search results. At the same time, the Court failed to specify the country domain or domains from which the search results should be removed. Therefore the question remains as to whether a Spanish user has a right to effectuate removals of specific search results for her name from a search engine’s non-Spanish domains, given that these domains are similarly accessible from Spanish territory. There are at least some hints that could provide a partial answer to this question. The Court stated that any person—presumptively not just residents or citizens of a member state—whose request has been rejected by a search-engine operator, may subsequently take her claim to a member state DPA, which is to exercise its powers of investigation and intervention to effectuate a temporary or permanent ban on processing. In addition,
although the Court is quiet on the territorial scope of a DPA’s powers, the
Directive itself states that each authority is limited to the territory of its
member state.149 From this context and the fact that the Court is also si-
lent on standing,150 it seems plausible to conclude that even if the author-
ity of the member state’s DPA is limited to its own territory, a data subject
could at least bring claims to the attention of DPAs across the EU, thereby
effectuating search-result removals from member state domains beyond
her own.

C. The Additional-Harm Theory and its Consequences

As first introduced in the material scope analysis, the Court reiterated
that the harm inflicted by search-engine operators on the data subject’s
rights is separate and distinct from that inflicted by the website pub-
lisher.151 This is so, according to the Court, because the search engine
makes it “appreciably easier” for anyone to obtain a “structured over-
view” of data pertaining to someone else when searching for their name
on a search engine, thus potentially displaying a detailed profile of that
person’s personal data.152 The ubiquitous presence of the Internet today,
says the Court, amplifies such infringement of the data subject’s rights.153

The Court derived several conclusions from this conception of the po-
tential for harm inflicted by search-engine results: first, the Court deemed
it “clear” that data processing cannot be justified merely by the economic
“interest” of the search-engine operator.154 Second, the Court added that,
as a general rule, the data subject’s rights also trump the Charter Article
11 interest of Internet users in the information.155 Third, because the
search-engine operator’s processing is separate and distinct from that of
the website publisher, search engines are directly liable without resort to a
given website’s publisher.156 The first two conclusions will be addressed in
this subsection while the third conclusion will be addressed in the subse-
quent subsection.

The Court’s language could be read as establishing a rebuttable pre-
sumption in favor of the data subject over the search engine’s interest in
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ish publication and that he pursued his claim through the institutions of his own member
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conducting a business, the public’s right to having access to information, and (implicitly) the publisher’s right to free expression. There are at least two non-exclusive reasons for such a presumption. As repeatedly stated, the Court might simply have considered it sound in terms of the Directive’s purpose of protecting certain fundamental rights to create a rebuttable presumption. In addition, a presumption partly limits the role accorded to those who are charged with deciding claims on the ground, that is, member state DPAs, courts, and search engines. These actors are thus to decide in principle but only in the limited sphere set by the Court—perhaps promoting the principle of legal certainty in the EU.

Secondly, the presumption could be a partial offset for the fact that the Court did not impose strict (and likely unworkable) ex ante compliance obligations with Articles 6 and 7.

But the Court clarified that the data subject’s rights are not completely unchecked or absolute, thus pointing either to a balancing analysis without a presumption or specifying circumstances under which the presumption may be overcome. To this end, the Court stated that a “fair balance” depends in some cases on “the nature of the information in question and its sensitivity for the data subject’s private life,” as well as the interest of the public in having access to the information, which may vary depending on the data subject’s role in public life. Yet, it is unclear what the contours and effect of this exception might be. For instance, what kind of stature in public life would render the exception to personal-data protection applicable? Would a person running for local office fall under the exception and for what purposes?

Some member state courts, such as Germany’s, have created nuanced personality-rights jurisprudence to address such questions. For instance,
allegedly false statements of fact are treated differently from expressions of opinion;\textsuperscript{166} distinctions between spheres of “privacy” may affect the outcome;\textsuperscript{167} and the social justification for the removal, for example, when convicted felons seek to have search-engine results removed so as to better reintegrate into society, is factored into the determination.\textsuperscript{168} With the Court’s apparent usurpation of this traditional area of member state competency, it remains to be seen whether the Court will develop similar distinctions in its own online-privacy jurisprudence. Given its mentioning of exceptions, the Court expressed a willingness to address such factors, and the Court certainly ensured that future reference actions clarifying exceptions will be forthcoming.

In sum, the Court in effect significantly enlarged its own role not only by recognizing a right to be forgotten and finding search-engine liability in this area a matter of EU law, but also by circumscribing the adjudicative role of DPAs, member state courts, and search-engine operators. Finally, it is also plausible that the Court implicitly sought to give EU political actors reason to provide clarification by means of the pending General Data Protection Regulation as to the exceptions as well as the definitions relating to timeliness of personal data.\textsuperscript{169}

D. The Direct Liability and Procedural Role of Search Engines

Further relying in part on its additional-harm theory, the Court imposed direct liability on search engines.\textsuperscript{170} To support this conclusion, the Court reasoned that because those responsible for the publication may sometimes not be subject to EU law and because of the ease with which information spreads beyond the original source publication online, effective protection of data subjects could only be achieved by imposing primary liability on search-engine operators.\textsuperscript{171} Similarly, the Court found additional support for holding search engines directly liable by citing the journalistic purposes exception of Article 9, which applies to websites but not to search engines.\textsuperscript{172} This example, according to the Court, reconfirms
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that the requirements imposed on search engines may be separate from those imposed on the website publishers themselves.\footnote{173}{Id.}

Some courts in member states, if not all, had previously developed regimes of search-engine secondary liability.\footnote{174}{See, e.g., Thomas Hoeren & Silviya Yankova, The Liability of Internet Intermediaries: The German Perspective, 43(5) INT’L REV. INT’L PROP. & COMPETITION L. 501, 504 (2012) (discussing the German courts perspective on this issue).} In Germany, for instance, the courts derived the concept of “disturber” liability and later applied it to alleged personality-rights violations appearing on search engines.\footnote{175}{See id. at 504-06.} In contrast, the Court decided that natural persons may direct their requests under Article 12(b) and Article 14(a) directly at the controller of information, that is, the search-engine operator.\footnote{176}{See Google Spain SL v. AEPD, paras. 53, 66, 77.} Whereas the data subject appears to be under no obligation to make a \textit{prima facie} case or demonstrate prejudice to her under Article 12(b),\footnote{177}{See id. para. 99.} she must justify her objection under Article 14(a).\footnote{178}{Id. paras. 76, 100 (stating that decisions on costs under Article 14(a) are a matter for the court).} The operator is to then “duly examine [the] merits” and potentially seize processing of the data.\footnote{179}{Id. paras. 77, 98-99.} Search-engine operators—not courts or DPAs—thus render the initial determination as to the data subject’s (relative) rights.\footnote{180}{See id. paras. 77-81.} The publisher of the website whose freedom of expression could be curtailed by hiding search-engine results for her content is curiously absent from that process.\footnote{181}{See Opinion of Advocate General Jääskinen, Google Spain SL v. AEPD, para. 134.}

Secondary liability is not without merit: First, effective redress arguably could be provided only by the publisher of the website because the search-engine operator could only remove the search result, not erase the source of the information itself.\footnote{182}{Google Spain SL v. AEPD, para. 109.} By separating the harm inflicted by search-engine results from that of the source publication, however, the Court appears to have countered that removal of the information displayed on search engines could be more effective than the removal from the publisher’s website itself.\footnote{183}{See Kaczorowska, \textit{supra} note 162, at 117.}

Second, common procedural rights, such as hearing both sides to a dispute before making a determination as to their relative rights,\footnote{184}{See id. para. 109.} are arguably best safeguarded by putting all parties on notice.\footnote{185}{See Opinion of Advocate General Jääskinen, Google Spain SL v. AEPD, para. 134.} The search-engine operator should not represent the website publisher or the public
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at large in this process for two reasons: their rights vis-à-vis the party seeking redress may differ (right to free expression or access to information versus the right to conduct a business); and their economic incentives are not necessarily interchangeable, potentially resulting in a chilling effect on the display of information in search results.\textsuperscript{186}

Of course, the Court neither foreclosed nor endorsed the possibility of notifying website publishers when requests are lodged against their content.\textsuperscript{187} Although not an obligation as such, this could at least be read as a tacit acceptance of such a practice, which the German Federal Court of Justice in 2011 endorsed for Blogger, Google’s blog-hosting platform.\textsuperscript{188} While the German court’s process is not without shortcomings of its own,\textsuperscript{189} that court at least made an attempt to afford a role to both the author and the data subject:\textsuperscript{190} upon receipt of a substantiated request, Google must notify the owner of the blog in dispute by forwarding the request to the owner.\textsuperscript{191} Only if the parties cannot come to terms with each other or the owner fails to respond, is Google to balance their rights and remove information accordingly.\textsuperscript{192}

In contrast, the CJEU failed to mandate even such partly effective steps.\textsuperscript{193} The mere fact that search-engine operators, unlike providers of hosted services, might not have the contact information of website publishers cannot fully account for this omission since fake, or no longer up-to-date, user contact information for hosted products might be similarly lacking.\textsuperscript{194} Alternatively, the Court might have placed little significance in the chilling effect of incentives for search-engine operators to blindly comply with requests. Or the Court might have trusted an invisible hand of the market to convince search-engine operators that it would be advantageous for their business to forward requests and thus bolster their claims to transparency.\textsuperscript{195} Perhaps the Court did not share Advocate General Jääskinen’s conception of the role played by search engines as an omnipresent
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source of information, reasoning that non-indexed information on third-party websites is almost as real and available as information displayed on search engines. Finally, it is possible the Court considered a search engine’s less censored U.S. domain an effective substitute for ensuring continued access to the information. But the Court remained silent, withholding its reasons for not providing for a more rigorous adversarial process, such as an explicit obligation to notify publishers.198 Thus, in the absence of a legal requirement, those who are left out of the process between the data subject and the search engine must rely on search-engine operators’ benevolence, hoping that these operators will consider sharing requests with website publishers worth their resources and legal risk.199

IV. THE COURT’S OBJECTIVES

A. Protecting fundamental rights

Although not a human rights court as such, the Court has long asserted its role in safeguarding the effective protection of fundamental
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rights and freedoms within the EU legal order. So it should hardly come as a surprise that the Court continued on this path. From this perspective, the Court’s interpretation of the Directive actually appears to give effect to its text in a rather straightforward manner. After all, Article 1 of the Directive states its purpose unambiguously: “In accordance with this Directive, member states shall protect the fundamental rights and freedoms of natural persons, and in particular their right to privacy with respect to the processing of personal data.” Thus the Directive’s stated telos mirrored the Court’s longstanding self-image and role within the EU. Armed with this mandate, it aimed to give people a right to control their public image in the Internet age—even if seemingly starting from the desired result and working its way through the Directive’s textual maize. And it confirmed the existence of the right to be forgotten by drawing on all the authority it could muster by deciding the reference action in Grand Chamber and mentioning the importance of the right to privacy no less than nine times. Similarly, in closing, the Court left little to chance, essentially telling the Audiencia Nacional how to apply the Court’s interpretation to the facts of the case.

Some of the effects of the judgment, however, cast doubt on the ultimate effectiveness of any person’s right to be forgotten. In line with the so-called Streisand effect, a new independent website has sprung up listing webpages removed from search engines’ European domains. Moreover, the Court’s example of imposing primary liability on search-engine operators and their much-publicized compliance has showcased the technical means and legal mechanisms for a (further) balkanized Internet. The Court’s judgment could thus provide a blueprint to governments within and outside of the EU to restrict the information available on
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search engines, no matter where those search engines are based. This argument, however, neglects to account for the fact that the balkanization of the Internet was already underway prior to the judgment, and that—at least within the EU—the immediate effect of the judgment is less rather than more balkanization. Nonetheless, there can be little doubt that the Court’s judgment does not necessarily lead to enhanced protection of fundamental rights.

B. Harmonizing laws across the EU

Starting with its seminal decision in Van Gend, the Court has been a main driver in the legal integration of the EU. The effect of the Directive on search-engine providers did not receive uniform treatment across the EU prior to the Court’s May 2014 ruling. Therefore, the Court brought a measure of uniformity to the issue by subjecting search-engine operators to the Directive.

But not only did the Court clarify the applicability of the Directive, it also in effect brought a significant share of personality-rights jurisprudence under the Court’s wing by giving any person a right to have certain information removed from search results. As discussed, this right, as interpreted by the Court, is broader in scope and considerably less burdensome on the plaintiff than traditional personality rights. For instance, a data subject does not have to attempt to approach publishers of information first since the Court imposed direct liability on search-engine providers; a data subject can more easily enforce her right across the EU; and a data subject does not have to make a prima facie case of illegality. Thus, data subjects are incentivized to bring or bolster their claims citing their rights under the Directive, and hence under EU law, which the Court interprets authoritatively.


214. See Hanseatisches Oberlandesgericht Hamburg [OLGZ] [Hamburg Higher Regional Court] Nov. 13, 2009, MultiMedia und Recht [MMR] 141 (Ger.) (noting, inter alia, that the German implementing legislation of the Directive did not apply to search engines).

Of course, it remains to be seen to what extent member states courts and legislatures will differentiate traditional personality rights from the privacy rights under the Directive, or find ways to delineate the Directive’s scope in spite of the judgment—perhaps through the new General Data Protection Regulation. Whatever the response at the EU or member state level, there can be no doubt that the Court’s judgment increased the uniformity of privacy rights as against search-engine operators across the EU, and that by moving these issues within the scope of EU fundamental rights, the Court established itself as the ultimate arbiter of these rights.

C. Controlling Google’s Power

Commentators in Europe interpreted the judgment as an effort to curtail Google’s power. The search engine could have responded to the judgment in one of the following ways. First, it could have decided to redirect requests received to member state DPAs. Not only would this response have been problematic in terms of overwhelming leanly staffed DPAs with requests and thereby likely upsetting a key regulator, it would also have elevated DPAs to decision makers for tort cases traditionally handled by member state courts. In addition, the judgment did not clearly endorse such blanket deference by search-engine operators to DPAs, thus exposing Google to liability. In the alternative, Google could have opted to quickly develop its capacity to handle requests for removal of data arising under the judgment. Given the vast numbers of requests potentially involved, the mode of legal review in any such effort would have had to be scalable; it would also be unlikely to approach the level of scrupulous balancing traditionally performed by member state courts. Furthermore, any such legal review and decision-making would be performed by a private-sector company instead of a public institution. Finally, basic features of fair legal proceedings, such as proper collection of evidence, hearing of both sides, and transparency would be absent. In other words, there were liability and normative drawbacks to both alternatives.

Google opted for the second alternative, putting in place an online form to provide a pipeline for incoming requests, and other search-engine
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providers followed suit.\footnote{225} In the judgment’s aftermath, Google’s public mea culpa stressed that the company was not only working urgently to implement the judgment but was also reevaluating its approach to privacy in the EU more generally.\footnote{226} Google assembled a panel of company officials and outside experts to solicit public feedback in Europe on the company’s privacy practices.\footnote{227} In a sign of the public’s desire to exercise their right to be forgotten, Google alone received over 140,000 individual requests over a span of approximately four months after the judgment.\footnote{228}

But did Google’s compliance have any impact on its power—or rather, could it have? In terms of the search engine’s market power, the judgment might actually have created additional barriers to entry for competitors to Google’s search-engine business by imposing significant regulatory compliance costs. This potential effect would further cement Google’s market power and thus run counter to the Commission’s efforts in the competition field.\footnote{229} Even prior to the judgment, Google had a monopoly of the search engine market in Europe with a market share of about ninety percent.\footnote{230} As the incumbent firm, Google thus had potential advantages—such as the sunk costs of building a search engine—over new market entrants.\footnote{231} Rebutting this structural concern, Chicago School
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economists would argue that the market will regulate itself due to the dominant firm’s monopoly profits, which will attract new entrants to the market and eventually lead to the dominant firm’s market power vanishing.232 The more structurally focused Harvard School adherents, examining impediments to entry, on the other hand, would disagree.233 And the potentially amplified competitive significance of scale in the search-engine market only heightens this concern.234

Leaving aside these general points of contention over the nature of Google’s search-engine monopoly in Europe, new entrants after the Court’s judgment now face a cost not incurred by Google when it entered the EU market. Namely, new entrants must comply with the new legal obligations imposed by the Court, that is, evaluate and process any number of right-to-be-forgotten requests. In Google’s case, this required “an army of paralegals” in addition to the technical changes required to implement the exact type removal sought by the Court in terms of domains and search query.235 In addition, the ambiguities in the Court’s judgment will likely result in significant litigation expenses for any companies in this market. Of course, smaller rivals may face a lesser onslaught of requests—at least initially. But the fact remains that the burden of these compliance costs puts new entrants at a competitive disadvantage vis-à-vis Google. Even the Chicago School’s narrower definition of barriers to entry appears to recognize this. As the late Chicago economist, George Stigler, noted, barriers to entry are conditions that impose higher long-run costs of production on a new entrant than are borne by the firm already in the market.236 In particular, these are non-natural barriers to entry, that is, barriers created by government itself.237 Thus, the Court’s judgment—even under the Chicago School’s narrower definition of barriers to entry—
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is arguably at odds with any efforts to rein in Google’s market power in the EU.

Yet, the Court might have guarded against such an effect by mentioning that a search engine must only ensure compliance with the Directive’s obligations within the framework of its “powers and capabilities.” Such a reading could provide room for a proportionality defense for smaller competitors. In the alternative, it will once again be up to the proposed General Data Protection Regulation to fix any shortcomings of the CJEU’s judgment.

Commentators have also remarked that the judgment elevated Google to an important adjudicator of the right to be forgotten, enhancing the company’s power. As previously discussed, the procedure articulated by the Court results in removals from European search indices through private correspondence between Google and complainants without ever catching the light of day and without (necessarily) providing publishers and authors of information any opportunity to make their case in the balancing of rights. Thus, there could be chilling effects on speech, unless the Court’s instruction that search engines must “duly examine” requests proves to be a legal safeguard against insufficient internal processes that fail to filter out illegitimate requests.

This concern over procedural safeguards, transparency, and the relative weight of rights, however, does not address directly whether the CJEU put Google into a quasi-judicial role. In some respect, the characterization as an adjudicator might be an overstatement or even a misnomer, given that (at least) denied requests may be taken to DPAs or member state courts, which will review claims de novo and without deference to Google’s determination. In this respect, Google’s role is quite similar to that of any natural or legal person who receives a legal request and must decide whether to comply with the demand or risk the matter escalating into a lawsuit. From this formal perspective, it is difficult to conceive of this resource-intensive compliance obligation as enhancing Google’s power.
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But this conception is incomplete. Because for requests *granted*, Google in all likelihood will be the only and final level of adjudication. For who would appeal a granted request to a DPA or a court? Certainly not the data subject or Google. Thus, whenever Google grants a request, its determination receives *de facto* deference by virtue of the CJEU’s procedure. Given the scale of Google’s adjudicatory function, the CJEU may be said to have turned Google into a key institution in shaping the effect of the right to be forgotten. Of course the proposed General Data Protection Regulation provides an opportunity to curtail Google’s (and other search engine’s) role. For instance, an amendment requiring notification of publishers or authors of the original content could provide partial relief. Moreover, regulatory oversight could establish limits to Google’s adjudicatory responsibility. The Court, however, did precious little to address this concern.

**Conclusion**

By interpreting the Directive to include a right to be forgotten, the Court firmly established itself as the ultimate authority on this right across the EU, moving a significant area of member state law under the umbrella of the EU. Undoubtedly, the Court thus used this case to enhance its own role compared to other EU and member state institutions. But moreover, it demonstrated a willingness to take on powerful interests by imposing EU regulatory requirements on the U.S.-based technology sector—even if many of the effects of the judgment remain to be seen. Last but not least, the Court took a stand in the public debate over the protection of people’s privacy in the Internet age. Other high courts likely will take notice of the judgment and its effects.

To be sure, the judgment leaves plenty of questions unanswered and arguably might not have struck the right balance between relative rights. First, the apparent presumption of a data subject’s right over the rights of others is doctrinally questionable. Second, the Court should have more clearly defined the contours of the right to be forgotten, for example, in terms of geographic scope, affected domains, and standing requirements. Third, the Court should have made more of an effort to define exceptions to the data subject’s right. Of course, the Court might have felt constrained by the facts of the case or decided on a gradual approach to developing a more intricate doctrine. But to the extent the Court considered its authority to define the doctrine limited by the Directive or the case, it should have explicitly invited the EU legislator to act.

Whether implicit or explicit, the Court demonstrated its deference to the EU legislator and left plenty of reasons for them to revisit the issue.
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with the Proposed Regulation.\textsuperscript{244} If this was the Court’s intention, it succeeded. member state politicians have been abuzz with suggestions for improving upon the judgment.\textsuperscript{245} Not surprisingly, Google and other U.S.
technology firms, meanwhile, have increased their lobbying of lawmakers and regulators at the EU and member state levels.\textsuperscript{246}

In sum, when the Regulation is adopted, it should state unambiguously whether and to what extent search engines are subject to its requirements. It should include a requirement to notify website publishers and authors of information when feasible. Moreover, it should impose transparency requirements on controllers for the requests they receive instead of leaving it up to industry to make such information public. Finally, the EU should consider shifting the adjudicatory responsibility from search engines to democratically accountable institutions.
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