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“It is always dangerous to prophesy, particularly about the future.”

—Danish Proverb

This Article examines the consequences of a previously unrecognized difference between pollutant cap-and-trade schemes and pollution taxes. Implementation of cap-and-trade relies on a forecast of future emissions, while implementation of a pollution tax does not. Realistic policy designs using either regulatory instrument almost always involve a phase-in over time to avoid economic disruption. Cap-and-trade accomplishes this phase-in via a limit on emissions that falls gradually below the forecast of future pollutant emissions. Emissions taxation accomplishes the same via a gradually increasing levy on pollution.

Because of the administrative complexity of establishing an emissions trading market, cap-and-trade programs typically require between three and five years lead time before imposing obligations on emitters. In this Article, I present new evidence showing that forecast error over this timeframe for United States energy-related carbon dioxide emissions from the Department of Energy’s energy model—the model used for policy design by Congress and EPA—is biased and imprecise to such a degree as to make its use impractical. The forecasted emissions are insufficiently accurate to allow for creation of a reliable or predictable market signal to incentivize emission reductions. By contrast, carbon taxes, because they do not depend upon a baseline emissions forecast, create a relatively clear level of policy stringency.

This difference matters because policies that end up weaker than intended face low odds for strengthening, while those that end up stronger than intended are likely to be weakened. The political asymmetry combined with actual model
forecast errors leads to bias in favor of suboptimal, weak, policies for cap-and-trade. This is a serious concern if, as is usually the case, a cap is set based on political bargaining rather than on an optimal balancing of abatement costs and avoided climate damage. By contrast, the same model bias would lead to more environmentally effective than forecast carbon taxes but without the political consequences created by price volatility, were such programs to be implemented in the United States. Thus, while theory tells us that cap-and-trade and carbon taxes can be equivalent, imperfect information leads to suboptimal environmental performance of emissions trading, relative to carbon taxation policies. Policymakers should weigh these practical, information-related concerns when considering approaches to controlling emissions of greenhouse gases.
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INTRODUCTION

Federal legislation to reduce climate change does not appear imminent, but many states have enacted or are considering enacting controls intended
to reduce greenhouse gas emissions.\(^3\) In addition, the Environmental Protection Agency (EPA) is in the process of crafting guidelines that will compel reductions in power sector emissions in all states.\(^4\) How to accomplish these reductions remains politically and analytically controversial but one mechanism under serious consideration is emissions trading.\(^5\) In fact, greenhouse gas emissions trading programs of varying stringency already exist in ten states as well as one Canadian province.\(^6\) Cap-and-trade has received strong support from economists and policymakers as a mechanism for reducing emissions because of its potential to be cost-effective. Indeed, because of the apparently higher political opposition to carbon taxes, it is the


preferred alternative of many policy-oriented economists. Here, I present evidence that cap-and-trade programs—that is, regulatory policies that distribute a fixed number of permits to emit a quantity of a pollutant and then allow trading of these permits—face substantial and underappreciated implementation hurdles. These challenges arise because policymakers, in designing real cap-and-trade programs, need to predict emissions in future years. The evidence presented here demonstrates that, in fact, policymakers are not good at making these predictions and that the magnitude of the error raises questions about the cap-and-trade regulatory strategy.

There is a substantial body of work in economics that argues for the relative advantage of emissions pricing over other types of regulation. Arthur Pigou, in 1920, was the first to suggest pricing of private externalities in order to achieve socially optimal outcomes. Pigou argued for the taxation of private externalities. It was not until much later that proposals for quantity-based approaches to pricing environmental externalities emerged. A quantity-based approach, rather than levying a tax on an externality at a prescribed tax rate, sets a limit on the quantity of the externality that will be allowed. A regulator then issues licenses equal to that quantity to private actors, and then allows for private exchange of these licenses. Price-based approaches in the environmental realm have come to be called emissions taxes while quantity-based approaches are known as cap-and-trade. Since the suggestion of cap-and-trade as an alternative to emissions taxes, a substantial body of literature has emerged comparing the two regimes as well as suggesting hybrids that incorporate some best aspects of both price and quantity regulation.

Parallel to the development of alternative regulatory instruments, academia, the U.S. government, and the International Energy Agency have made substantial efforts to develop models aimed at forecasting energy
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Over time, as confidence in these models has grown, their use as long-term forecasting tools in policy design and implementation has expanded. For example, the National Energy Modeling System (NEMS), developed and maintained by the Energy Information Administration (EIA) within the Department of Energy, has extended its energy forecasts for the United States from seventeen years to more than twenty-five. As these forecasts, made annually via a publication called the Annual Energy Outlook (AEO), have accumulated, so has a vibrant discussion within the energy modeling community regarding the forecast accuracy of the model. Analysts comparing forecasts to reality have noted large errors and potential biases in NEMS forecasts for a number of key model outputs.

The argument I make here synthesizes these two literatures and then connects them to actual policymaking by assessing the use of energy model forecasts to design and implement real policies to control greenhouse gas emissions. I show that the extent of energy model forecast error has strong implications for the instrument choice debate. Economists have long-favored carbon taxes and cap-and-trade at least in part because they place lower informational demands upon regulators. In contrast to traditional prescriptive regulation, neither technique requires that regulators know where or even how pollution reductions will occur in covered sectors. The responsibility for designing the method to reduce pollution rests with the regulated party, not the regulator. I argue here that designing real cap-and-trade programs may require information that regulators currently do not possess and are unlikely to ever possess. This, in turn, bears critically on the choice of instrument by which to reduce greenhouse gas emissions.


Before making this argument, it is necessary to unpack what I mean by “real” cap-and-trade programs. In this argument, real cap-and-trade programs to control greenhouse gases possess at least two characteristics that ideal or theoretical policy designs may not. The first is that they are actually implemented somewhere between three and five years after enactment of legislation. This time lag is necessary for cap-and-trade because of the complex regulatory apparatus that must be designed and put in place in order to implement them. Cap-and-trade programs require monitoring of emissions; they require monitoring of compliance; they require a market design; they require a system for distributing permits to emit greenhouse gases; and they require market surveillance. All of that takes time to design in detail, write regulations concerning, and put into practice. Typical legislative timelines have envisioned between two and six years of spin-up before regulated firms would face an actual obligation to comply.\textsuperscript{16} It is only at this point that the cap starts to fall below projected future emissions. In other words, the cap is gradually lowered below the forecast of future emissions. This gradual increase in regulatory stringency is intended to avoid any disruptive economic impact of the regulation that might result if the stringency of the program were to increase too rapidly. Therefore, the design of a cap-and-trade program requires detailed knowledge of emissions in the future, not just at the time of legislative enactment.

Second, the stringency of real greenhouse gas cap-and-trade programs is determined by political bargaining in the legislative process, not by reference to what is necessary to achieve some desired climactic outcome or to fully internalize the future costs of climate change. Real programs represent a compromise between the interests of environmental advocates in preventing climate change and the interests of firms in minimizing regulatory costs filtered through their relative political power in the legislative process. In general, this means that real cap-and-trade programs are weaker than necessary to “prevent dangerous anthropogenic interference with the climate system,”\textsuperscript{17} at least during the years in which legislators can credibly make

\begin{itemize}
\end{itemize}
commitments. Policies that are proposed or enacted are weaker than climate advocates would choose or that economists, seeking to fully internalize an environmental externality, might suggest. This weakness is important because it undermines the argument that so long as a cap-and-trade achieves the objectives it has set (the cap), then environmentalist and/or environmental economist constituencies should rest easy. If the cap is set higher (less stringent) than is optimal to avoid climate change or internalize the costs of climate change, then neither group should be satisfied with simply reducing emissions to the level set by legislation. Of course, half a loaf is better than none at all.

It is important to emphasize that this description of how limits are set in practice for cap-and-trade programs is not the only feasible method or even the first best approach. Theoretically, legislators and regulators could set a cap on greenhouse gas emissions based on the results they aim to achieve from the cap. In other words, legislators could design a cap based upon how much greenhouse gas emissions were environmentally acceptable rather than based upon how much greenhouse gas emissions cuts are politically affordable. The key difference from the process I describe above is an indifference to compliance costs. One might analogize this sort of cap setting process to that which EPA employs to determine National Ambient Air Quality Standards for criteria pollutants. In that process, EPA is forbidden from considering the costs of abatement and must instead focus only on setting the standard at a level requisite to protect the public health with an adequate margin of safety. Costs do not enter in. If a similar procedure were followed for greenhouse gases, a cap would be set based purely upon the environmental outcomes a legislator or regulator found necessary to achieve. While a cost-blind approach to setting caps might require a significant change in normative attitudes about climate change it cannot be ruled out as a possibility. Nevertheless, I do not consider it further here.

Alternatively, legislators or regulators could set the cap in a greenhouse gas cap-and-trade program based upon an optimal balancing of the net pre-

---

18. Although this timeframe is impossible to determine, for this argument, the first ten years will suffice. This is very often the timeframe over which U.S. Congressional representatives view legislation because of Senate Pay-Go rules.


sent value of future costs of compliance and benefits from avoided climate damages. This economically optimal cap would still consider the costs of compliance but would be superior to the process discussed in this paper because it seeks to maximize social welfare. This process would be distinct from the process I describe in that it would eliminate the political interest group bargaining that serves to set acceptable compliance costs. Instead, a regulator, ideally with perfect information, would determine the socially optimal cap for future years. Even with such a well-informed and powerful regulator, a socially optimal cap setting process that balanced a schedule of costs and benefits would still depend critically on the type of energy modeling I describe below. In particular, it might fall victim to unexpected price shocks due to technological or macroeconomic events that upset the cap setting calculus. In what follows, however, I choose to view these two alternative modes of setting caps as theoretical possibilities rather than current real-world policy challenges. Although recognizing these theoretical possibilities, I assume that caps will instead be set subject to a political bargaining process that focuses on the costs of compliance, as described above.

Energy models such as NEMS have been intimately involved in the design of congressional proposals to regulate greenhouse gas emissions. Designing cap-and-trade policy requires that legislators or regulators set a cap on emissions several years before the advent of the program. In order to reach a political compromise on the stringency of the cap, it also requires that they have some estimate of the regulatory costs that the cap will create for firms. In the end, whether a cap-and-trade program actually produces the environmental benefits and compliance costs that underlie the bargaining positions adopted by all parties to the legislative process will, to a significant degree, be a function of the accuracy of the emissions forecast that underpins it. A forecast that underestimates what emissions would have been absent the program will produce much larger reductions in emissions, hence environmental benefits but also much higher compliance costs than expected for firms. Likewise, a cap-and-trade predicated on a forecast that overestimates future emissions will produce much smaller cuts in emissions—quite possibly none at all—and consequently much lower than expected compliance costs for firms. Both the environmental benefits and the compliance costs depend on accurate information about emissions half a decade hence with sufficient accuracy to create roughly the desired strin-

22. There is a large body of scholarship aimed at determining this idealized cost schedule for pricing carbon based on models that combine economics with simplified climate models. These models are known as integrated assessment models because they integrate both economic and climatic impacts of modern society. See generally William Nordhaus, The Climate Casino (2013).
gency of the program. If the forecast is wrong, one party to the political negotiation will not derive their benefit of the bargain. As will be shown in the next Part, obtaining this information about the future is more challenging than it sounds because real cap-and-trade programs require only modest reductions during their early years.

I. **Greenhouse Gas Emissions Forecast Skill in the National Energy Modeling System**

**A. Energy Models**

Legislators and regulators need estimates of future greenhouse gas emissions in order to set the cap in an emissions trading program. They need this information because cap-and-trade programs phase-in at or near unregulated emissions levels in their early years and then gradually reduce permitted emissions, usually in annual steps, to achieve reductions. The need to forecast follows directly. Accurate forecasting of emissions is theoretically possible, assuming that an accurate energy system model can be developed for a given jurisdiction. Of course, this is no small assumption. At its core, such a model would need to estimate the gross economic output of the region, the amount of energy used per unit of output created, and the carbon intensity of this energy.  

\[
CO_2 = \text{Population} \times \left( \frac{GDP}{\text{Population}} \right) \times \left( \frac{\text{Gross Energy Consumption}}{GDP} \right) \times \left( \frac{CO_2}{\text{Gross Energy Consumption}} \right)
\]

Numerous modeling groups work at estimating the components of this identity for future states of the world. These models typically function by iteratively solving energy demand or supply within individual modules that separately simulate different aspects of the energy system. By iteration, these models converge on a solution where different sectors of the energy-economic system are in equilibrium with each other. Industries demand fuels or electricity based upon the prices in the market. Oil and coal mining companies produce fuels depending on their costs of production and the prices demanded for their products. The models ultimately produce a stable prediction of supply-demand balance for oil, natural gas, and coal usage. From this balance, the models then derive greenhouse gas emissions by molar conversion of the fuels to their combustion produces, including carbon dioxide (CO₂).

The individual sub-modules within these models attempt to capture rich detail within particular segments of the energy sector. For example, the electricity module in the NEMS incorporates data generated by EIA reporting from all power plants across the United States including the technology utilized at the power plant, electric power generated, the number of hours the plant operates, the fuel consumed, and numerous other types of information.\textsuperscript{24} In addition, the modules include assumptions about the availability and costs of alternative technologies formed by extensive and systematic study. In the case of the NEMS electricity sector module, these include the feasible range of energy efficiency investments by industry and building type, renewable energy, co-firing of biomass in fossil generation, and advanced nuclear power plants amongst others.\textsuperscript{25} The individual modules are also constrained by applicable laws and regulations. For example, power plants in the NEMS electricity cannot simulate behavior that would violate the Clean Air Act.\textsuperscript{26}

The energy sector modules, when coupled to a macroeconomic model of the U.S. economy, and to each other, allow for iterative calculation of an equilibrium forecast of various energy sector parameters in supply-demand balance. These include but are not limited to production of various fossil fuels, fuel prices, and fuel consumption by commercial, household, and industrial sectors. For example, the electricity module receives prices for fuels along with demand for electricity, and it then estimates which power plants will operate given the relative fuel costs and demand for energy. This produces a price for electricity as well as a particular level of demand for oil, natural gas, and coal. The price is then fed back to the industrial, commercial, and household modules and may drive changes in demand for electricity. The fuel demanded from the electricity sector is fed back to the oil, natural gas, and coal modules and may drive changes in supply and price of these inputs. Once consumption of different fuels has been estimated, it is relatively straightforward to estimate energy-related greenhouse gas emis-

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{25} Id. at 43-46.
\item \textsuperscript{26} Power plants must comply with the Acid Rain Trading Program and the Clean Air Interstate Rule. Id. at 48.
\end{itemize}
\end{footnotesize}
Energy models that incorporate the characteristics just described are maintained in academia, the private sector, and government.

B. The Use of the National Energy Modeling System in the Legislative Process

In this study, I focus on one particular EIA energy model: NEMS. This model is arguably the most important energy-forecasting tool for the United States. The primary purpose of NEMS is to provide official U.S. government forecasts of energy demand and consumption for the United States. The NEMS is also the primary tool that Congress uses to assess the costs and benefits, both environmental and economic, of energy and environmental legislation. For example, Congressional representatives requested that EIA utilize NEMS to assess the impacts of five bills aimed at imposing a cap-and-trade on U.S. greenhouse gas emissions, proposing a twenty-five percent renewable energy standard, and lifting the ban on oil drilling in the Alaska National Wildlife Refuge. NEMS is the preferred tool in

27. It is important to note that these models do not generally estimate either fugitive emissions from fossil fuels, for example leakage from natural gas pipeline infrastructure, or other non-CO2 emissions, for example methane emissions from livestock. Both are potentially significant sources of greenhouse gases although combustion of fossil fuels is thought to represent approximately eighty-five percent of U.S. emissions. See U.S. ENERGY INFO. ADMIN., INVENTORY OF U.S. GREENHOUSE GAS EMISSIONS AND SINKS: 1990-2012 3-5 (2014).


29. For example, the Rhodium Group maintains a working copy of NEMS that they modify in order to conduct energy policy studies. See generally TREVOR HORSEY & SHASHANK MOHAN, FUELING UP: THE ECONOMIC IMPLICATIONS OF AMERICA’S OIL AND GAS BOOM (2014).


scoring the impacts of major energy legislation in the United States. In a political debate over climate change and its regulation characterized by partisanship, the model’s attraction is that it is unbiased.

In addition, NEMS also plays an important role in legislative design of climate policies. It is an important means, indeed perhaps the only means, for Congress to develop definitive projections of U.S. greenhouse gas emissions into the future. As discussed above, such projections are important to cap-and-trade design because they are the reference point below which the cap is designed to fall in order to both reduce emissions and create a cost for producing pollution that firms will respond to. Because of the need to phase in reductions in order to avoid economic shocks, in most proposals the initial reductions are extremely modest relative to either current emissions or long-term goals. The model is used to specify the critical glide path; it is relied on to plot emissions in future years relative to emissions levels if left unchecked by legislation.

To take one example of the use of NEMS for cap-and-trade design, consider the proposed American Clean Energy and Security Act of 2009 (Waxman-Markey).34 The Waxman-Markey legislation would have imposed a limit of 4627 million metric tons CO$_2$ equivalent (MMt CO$_2$e) for sources covered under the cap in the first year of the program (2012). Thereafter, the cap falls by approximately two percent per year. The most current emissions forecast at the time the legislation was proposed found that sources covered under the cap were projected to emit exactly the same amount as the cap in its first year—4627 MMt CO$_2$e.36 This is not a coincidence. The cap in the bill was designed using the forecast from the most recent NEMS reference case.37 Most other cap-and-trade bills proposed during the last decade have caps very close to the NEMS forecast current when they were introduced (see Table 1). In only one case, of the five bills introduced by Congress during the 109th, 110th, and 111th sessions, did the

35. Id. at sec. 311, § 721. Carbon dioxide equivalent is a unit of mass that converts emissions of a greenhouse gas to emissions of carbon dioxide using 100-year global warming potentials. It is the standard measure of account under both domestic and international law. See Mandatory Reporting of Greenhouse Gases, 74 Fed. Reg. 56,260, 56,264 (Oct. 30, 2009).
cap differ from the NEMS estimate of covered emissions by more than 0.5 percent.

### Table 1

<table>
<thead>
<tr>
<th>Cap-and-Trade Bill</th>
<th>Date Introduced</th>
<th>Annual Energy Outlook Reference Case</th>
<th>Cap in first year of implementation (MMt CO₂e)</th>
<th>Reference case emissions for covered sectors (MMt CO₂e)</th>
<th>Percent Difference between Cap and Reference Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>H.R. 5049 (109th; Udall-Petri)</td>
<td>Mar. 26, 2006</td>
<td>AEO 2006</td>
<td>6964</td>
<td>6964</td>
<td>0%</td>
</tr>
<tr>
<td>S. 280 (110th; McCain-Lieberman)</td>
<td>Jan. 12, 2007</td>
<td>AEO 2006</td>
<td>6130</td>
<td>6161</td>
<td>0.5%</td>
</tr>
<tr>
<td>S. 1766 (110th; Bingaman)</td>
<td>Jul. 11, 2007</td>
<td>AEO 2007</td>
<td>6652</td>
<td>6649</td>
<td>0.1%</td>
</tr>
<tr>
<td>S. 2191 (110th; Lieberman-Warner)</td>
<td>Oct. 18, 2007</td>
<td>AEO 2007</td>
<td>5775</td>
<td>6678</td>
<td>16.2%</td>
</tr>
<tr>
<td>H.R. 2454 (111th; Waxman-Markey)</td>
<td>May 5, 2009</td>
<td>AEO 2009 Update</td>
<td>4627</td>
<td>4627</td>
<td>0%</td>
</tr>
</tbody>
</table>

In that exception, the lack of correlation may be because the bill’s authors opted to allow the use of offsets equal to thirty percent of the cap in its first year. When this additional compliance option is included, the cap rises to potentially as high as 7508 MMt CO₂e, or 12.4 percent above projected emissions. In this instance, when the combined cap and offsets is greater than emissions, presumably legislators intended that a combination of offsets and allowances sufficient to cover emissions would be utilized.

Congress has used NEMS in two ways in its attempts to design and pass cap-and-trade legislation. First, it has asked EIA to use its energy model to estimate the costs and benefits of bills introduced by lawmakers. Second, and more importantly, it appears that legislators have relied on available emissions forecasts in designing the cap on emissions that lies at the heart of these bills. In the next Section, I examine the history of NEMS.

---

reference cases with the aim of determining whether such reliance is warranted.

C. A Retrospective Analysis of NEMS Greenhouse Gas Emissions Forecasts

Most people expect weather forecasts for the next several days to be more or less accurate. By contrast, most people do not put much stock in a forecast for a thirty percent chance of rain in fourteen days’ time. There are good reasons for this. The atmosphere is a complex system. A model initialized with anything less than complete information about the state of the atmosphere will thus produce less and less reliable forecasts as we look further and further into the future. And, despite the best data efforts of weather forecasters equipped with satellites, information about initial conditions is always incomplete. By about ten days, the weather forecast produced by the best models initialized with the best data is not much better than a guess based on the climatological average in a given location. We have learned to use weather forecasts as useful tools over the one- to seven-day period as a consequence of weather models decreasing predictive skill. Because we understand the rough accuracy and precision of these forecasts, we are able to plan and act accordingly. We do not cancel a picnic in two weeks because rain is in the forecast, but we do take our umbrella with us when we leave the house if the forecast calls for an eighty percent chance of rain later in the day.

Policymakers rely on emissions forecasts by NEMS or other energy models in designing cap-and-trade legislation in a similar fashion to a weather forecast. They depend on such forecasts for designing their plans and approaches to limiting emissions. Therefore it is worth considering the predictive ability of these models over the timeframes upon which they are being relied and relative to the level of accuracy required. In particular, one wonders why it appears that so many cap-and-trade programs are overallocated—that is have their caps set too high—from the start. While weather forecasts deteriorate over ten days because of the complexity of atmospheric circulation, energy models purport to predict the pattern of very complex systems over time periods ranging from years to decades. This Section assesses that predictive skill. I make this assessment by constructing a dataset of Annual Energy Outlook forecasts of U.S. energy-related carbon dioxide emissions for the past fifteen years and comparing them, as forecasts, against the reality that ultimately transpired. That in turn provides an as-

essment of whether reliance on emissions forecasts in the design of cap-and-trade programs is well founded.

1. Methods

The first step in assessing predictive ability or forecast skill is to develop a reference against which forecasts can be compared. In this case, the obvious reference with which to compare NEMS greenhouse gas emissions forecasts are the greenhouse gas emissions data released on a regular basis by EIA. These emissions data cover all carbon dioxide emissions associated with the combustion of fossil fuels in the United States and are created using the same reporting system used to initialize NEMS. Not included in EIA estimates are fugitive emissions of carbon dioxide or emissions of other greenhouse gases such as methane or nitrous oxide.

I collected EIA NEMS-based forecasts of “Total Energy-Related Carbon Dioxide Emissions” for reference cases from the Annual Energy Outlook for each year from 1999 to 2014 (n=16). I then computed differences between forecast emissions and measured emissions, taken from the EIA Monthly Energy Review Table 12.1. These forecast errors were then collated by year relative to the year of release for the AEO that contained them. For example, the 2005 AEO forecast CO₂ emissions of 6627 MMtCO₂ in 2010. The EIA Monthly Energy Review reports that actual emissions in 2010 were 5627 MMtCO₂. Thus, the forecast error for the fifth year post-forecast of the 2005 AEO is 1000 MMtCO₂. This methodology is applied to every forecast year/pair for the sixteen AEO reference case forecasts analyzed for this study. Then, all the forecast error time series, which range from three years prior to the forecast to twenty-five years after the forecast are arranged and compared by year relative to the year of publication rather than by calendar year. I then compute the mean and standard deviation of forecast error for the dataset by forecast year. This allows

---


43. Annual Energy Outlook forecasts effectively forecast two to three past years of emissions because these data are not available until after publication of the AEO. Thus, the 2014 AEO includes a “forecast” of 2011, 2012, and 2013 emissions that can vary substantially from actual emissions, once these are known.
for an assessment of forecast skill—that is, the skill of NEMS forecasts in predicting U.S. CO₂ emissions at various time horizons.

2. Results

A comparison of actual energy-related CO₂ emissions as compared to annually released NEMS forecasts taken from successive AEO reference cases from 1999 to 2014 is shown in Figure 1. It can immediately be seen that forecasts of emissions over the past fifteen years deviate significantly from observed emissions. This deviation is due to several factors including the Great Recession, the advent of unconventional oil and gas drilling and consequent switching from higher-emitting coal to lower-emitting gas in the electricity sector, and a general decline in the energy consumption per unit of GDP in the U.S. economy.44

Figure 1. A comparison of EIA energy-related CO2 emissions to Annual Energy Outlook reference case forecasts of emissions. Reported emissions from 1996 to 2012 are shown in thick line. AEO reference case forecasts from 1999 to 2014 are included as thin lines.

There are reasons to question whether the period from 1999 to 2012 is representative of the true variability in emissions forecasts created by the model. It is certainly the case that two surprises—the subprime mortgage crisis and subsequent global recession and financial crisis which followed and the totally unexpected technological innovation in the oil and gas sector—significantly impact the quality of NEMS forecasts during this interval. Nevertheless, energy surprises have happened frequently since the oil crises of the 1970s. In particular, the reduction in the energy intensity of developed economies in response to these oil shocks. Furthermore, the time period does include more than one full business cycle, including two recessions as well as significant periods of robust economic growth. Nonetheless, for better or worse, it is the sample for which retrospective forecasts of emissions are available.

Calculation of forecast error\(^4\) for 152 year pairs of NEMS forecast and reported energy-related carbon dioxide emissions allows for an estimate of NEMS forecast error as a function of year relative to the year the forecast was made. These data are presented in Figure 2. Over the time interval from 1999 to 2015, the forecasts made by NEMS exhibited a strong positive bias. The model has a strong tendency during the study period to overestimate future emissions. By three years post-forecast, the average error is 383 MMT CO\(_2\)e or seven percent of 2012 emissions.\(^5\) By five years post-forecast, average error is 626 MMT CO\(_2\)e or twelve percent of 2012 emissions. By ten years, post-forecast, average error appears to stabilize for the time period evaluated at approximately 1100 MMT CO\(_2\)e or twenty percent of 2012 emissions.

\(^4\) Forecast error = Forecast – Emissions. Thus, positive values in Figure 2 represent overestimates of emissions levels in any given year by a NEMS reference case from an Annual Energy Outlook.

\(^5\) 2012 energy-related carbon dioxide emissions were 5282 MMT CO\(_2\)e. U.S. Energy Info. Admin., supra note 42, at 159 tbl.12.1.
Figure 2. Greenhouse Gas Emissions forecast error as a function of the year after an Annual Energy Outlook is released. Solid line is average forecast error in a given year for AEO reference cases published between 1999 and 2013. Also shown are individual forecast error pairs and the standard deviation of the mean forecast error.
3. Possible Explanations for NEMS Forecast Error

The biased and highly imprecise forecasts produced by NEMS for U.S. energy-related CO₂ emissions are difficult to explain. In its own error analysis, EIA has noticed these and other persistent errors. ⁴⁸ Academics have also long noted forecasting problems for other variables predicted by NEMS and other energy models. ⁴⁹ EIA has noticed that this variable, amongst others, appears consistently overestimated and imprecise. ⁵⁰ But their presentation of the data gives a clue to why EIA may be unconcerned about this issue.

EIA performs an error analysis that looks at many of the variables it estimates and compares them in any given year to the true variables. It then calculates percentage deviations from the true variables. This reflects the use to which the Annual Energy Outlook is generally put—projecting the U.S. energy future over the timeframe of the report. Report authors are unconcerned about particular features of the forecast errors in NEMS because they do not intend to use NEMS for a particular policy design application. EIA’s approach to error analysis also tends to blend larger errors in out-years with smaller errors in the more predictable near-future, providing an overly optimistic view of the AEO’s predictive ability. So it is possible that EIA is either unconcerned about the errors addressed above because it does not consider the purposes to which the AEO forecast will be put or that its error analysis has lulled it into thinking that the errors are less significant than they actually are for the purposes of climate policy design. In any case, I could find no mention of the problems with greenhouse gas forecast error in any of the multiple analyses of climate bills that EIA has performed for members of Congress. ⁵¹

The persistent bias and imprecision of the NEMS energy-related CO₂ forecasts may be explained by at least two and possibly more underlying factors. First, the model’s creators may have an inherent bias toward over-prediction. This would make sense if the costs of over-prediction of fossil fuel use were lower than the costs of under-prediction. In general, over-predicting fossil fuel use should tend to produce under-predictions of fossil fuel prices and, in addition, energy planning that is better positioned to deal with energy crises. That is, when one over-predicts fossil fuel usage, there will tend to be more happy surprises—contexts in which supplies are more

⁴⁹. See supra notes 14 and 15 and accompanying text.
⁵¹. Supra note 31 and accompanying text.
abundant and cheaper than expected—than unhappy ones. This institutional reason may at least partially explain the persistent over-prediction of fossil fuel use and consequent bias in energy-related CO₂ emissions in NEMS.

Another reason for over-prediction of fossil fuel use may be that NEMS, like all energy models, is not as flexible as the world of social, market, and technological phenomena it seeks to simulate. To a significant degree, social, cultural, and market structures mediate energy use. But energy models like NEMS cannot simulate changes in the social and cultural factors that underlie and respond to economic and technological change. To the degree that these are significant and responsive to economic and technological forcing, models may tend to be both less sensitive to the general trends of fossil-fuel prices over the last fifty years—toward higher prices, especially for oil and coal—and to the social and cultural responses to shorter term price shocks to the energy system. The former would lead to over-prediction of both fossil fuel use and consequent CO₂ emissions. The latter would go some way towards explaining the lack of precision of NEMS CO₂ emissions forecasts.

To some degree, both mechanisms may cause the bias and imprecision my presentation of NEMS forecasts brings to light. There may also be other important causes. Whatever the combination of factors that leads to inaccurate forecasts, policymakers need to bear these informational limitations in mind when they rely on NEMS as a policy design tool.

4. Implications of NEMS Forecast Error

Consider the size of the average error compared to the size of reductions in cap-and-trade programs considered by Congress. For example, emission reductions under Waxman-Markey would have been about two percent per year, beginning in the fourth year after the legislation was proposed. Thus, in year two of the program (four years after the bill was introduced), when the first reductions below business as usual were set to occur, this forecast error dataset predicts that emissions would have been about ten percent below the cap. In fact, emissions were approximately twelve percent below the Waxman-Markey cap in 2012. The consequences of this difference between assumptions and reality would have been quite stark had the bill been enacted. Covered sources under the bill would have faced no need to cut emissions and the price of allowances would have been close to zero dollars as opposed to the EIA’s ex ante estimate of approximately eighteen dollars.

52. For a comprehensive history of the social and cultural mediation of electrification in America, see generally David E. Nye, Electrifying America: Social Meanings of a New Technology, 1880-1940 (1990).
dollars per ton. Under Waxman-Markey, there might have been a positive price for allowances because of their potential use in future years, but that would have depended on the credibility of the program in the face of substantial overallocation of allowances. The Waxman-Markey cap would not actually have fallen below currently projected emissions until 2015, and worse, accounting for allowed use of offsets, no reductions from capped sectors would have been required until 2025.

Figure 2 should generate caution for any policymaker hoping to gradually phase in a greenhouse gas cap-and-trade program three to six years in the future. Indeed, the picture is actually a bit worse than it seems for two reasons: the variance in the forecast errors and the use of allowance banking in cap-and-trade programs. Variance matters because it impacts the ability of a policymaker to simply adjust the forecast to correct for bias. The NEMS forecasts are not only inaccurate; they are also imprecise. Allowance banking matters because it creates contagion between forecast errors in adjacent years. In other words, a mismatch between forecast and reality in year one will turn out to impact the stringency of cap-and-trade not just in that year but also in subsequent years as well.

Taking variance first, note that there is substantial scatter in the forecast error for greenhouse gas emissions shown in Figure 2. In year three, the standard deviation of forecast error is 255 MMT CO\(_2\)e growing to 398 MMT CO\(_2\)e by year five. This variance is equal to between two and four times the annual reductions of about 100 MMT CO\(_2\)e envisioned under Waxman-Markey. This dispersion around the average error has policy relevant consequences for cap-and-trade design. Simply correcting for bias in the forecast will not resolve the problem of setting a cap on emissions today to be implemented three to five years hence. Even correcting for bias, the first compliance obligation, occurring three years after enactment, would very likely produce either much higher than expected carbon prices with the result of an unreasonably large impact on the economy or, if the cap is higher than emissions, a zero dollar carbon price and therefore no impact on greenhouse gas emissions at all.

Next, the problem of emissions forecast error combined with a gradual phase-in of cap-and-trade programs is worsened by a design element common to real cap-and-trade programs: allowance banking and borrowing. The ability to bank or borrow allowances—that is, to use permits issued in any given year in a different one—is intended to manage unexpected shocks that lead to large changes in demand for permits. When a cap-and-trade program allows regulated sources to hold allowances issued in one year for

55. Author’s calculations.
compliance in a later year, or to borrow allowances from future years for compliance in the current year, the effect is to integrate caps across multiple years. This integration is ultimately limited by the cost of holding (or borrowing) allowances—in theory, representative of a firm’s cost of capital. In reality, the incentives to bank allowances are more complex because the policies governing the cap-and-trade may change. Banking and borrowing provisions are attractive to policymakers because they are thought to reduce volatility in emissions trading markets.\textsuperscript{56} The consequence of this for a phased-in program is that if emissions estimates used to craft the program were too high or too low in multiple consecutive years, these errors will accumulate leading to either very high prices because of unanticipated stringency over a period of multiple years or, as has more often been the case, very low prices leading to accumulation of a large bank of unused allowances.\textsuperscript{57}

In this Part, I have shown the role that energy models play in designing real cap-and-trade programs and the vulnerability this creates. The evidence shows that existing models are not up to the task that cap-and-trade legislation sets for them. Designers of legislation aimed at capping emissions depend on energy models not just to project environmental benefits and abatement costs but also in order to design the phase-in of these programs. Unfortunately, the energy model for projections of future emissions that is actually used to design and evaluate U.S. energy and climate legislation lacks the necessary accuracy and precision to play this role given its forecast error and the timing and rate at which emission reductions occur under most proposals. One response to this problem has been to suggest that cap-and-trade programs should be designed with the expectation that the cap will be adjusted in the future.\textsuperscript{58} In theory, such a process might work to strike the balance between expected stringency, environmental benefits, and abatement costs. However, there are compelling reasons to think that in practice, the political economy of strengthening the stringency of a cap to achieve expected environmental benefits and incur expected pollution abatement costs differs considerably from the political economy of weakening a cap. The next Part discusses the likely responses to a cap that is set too low or too high because of an inaccurate baseline emissions forecast and compares this to the other approach to reducing greenhouse gas emissions favored in the environmental economics literature—carbon taxes.

\textsuperscript{56} See Goulder & Schein, supra note 11, at 13.


\textsuperscript{58} Id. at 433-36; see also Weitzman, supra note 10, at 482.
II. THE DESIGN AND MODIFICATION OF EMISSIONS PRICING POLICIES

In this Part, I explain how recent emissions pricing schemes—both cap-and-trade and carbon tax proposals—have been designed in order to avoid creating economic disruption as compliance is phased in. The Article then explores theoretical arguments for and empirical evidence of an asymmetric political economy in the modification of existing cap-and-trade and carbon tax programs. For cap-and-trade, most available evidence supports the hypothesis that it is easier to develop constituencies supporting reductions in stringency in the presence of unexpectedly high allowance prices than the reverse. For carbon taxes, the situation appears different. Here, available evidence suggests that, particularly where carbon taxes involve explicit cuts to other taxes, the status quo is likely to be more stable and, to the degree that policy change is considered, political support for strengthening and weakening the tax is likely to be more balanced. Given that either policy is likely to be weaker than necessary to optimize societal welfare, as described in the Introduction, and the likelihood of large forecasting errors in setting the cap, demonstrated in Part I, these political economy considerations lend support to the choice of a carbon tax over a cap-and-trade program.

At the outset, it is important to emphasize that mid-stream policy adjustment is only necessary or desirable if the initial policy design is suboptimal because of political constraints and/or the actual stringency of the policy turns out to be very different than prior expectations. That is, strengthening of a policy is only important if short-term political constraints result in less than societally-optimal commitments to reduce emissions. Likewise, weakening of a policy is only important if the program turns out to generate much higher costs than anticipated. Given the information presented above, even if a socially optimal approach that appropriately balanced the costs and benefits of climate policy over the relevant time scales were adopted, there still might be a need for midstream policy adjustment because of the variance in emission forecasts used to set the cap. If the right emissions limits are set in a cap-and-trade program and the emissions forecast is correct, no adjustment would be needed because they will accomplish the environmental objectives of the policy at the expected price. Because the former, suboptimal outcome is far more likely than the latter, idealized outcome, in a world where regulation of greenhouse gases produces costs today and discounted intergenerational benefits in the distant future, the balance of this discussion will assume that policies under consid-
eration are likely to be too lax rather than too stringent. This assumption is also consistent with the bias in NEMS emissions forecasts described above. These forecasts, because they overestimated emissions, would have tended to make cap-and-trade programs far less stringent than intended.

A. Phase-In of Greenhouse Gas Pricing Policies

Many argue that allowance prices should not matter, so long as the cap is set appropriately. In theory, a cap should be determined via optimization of the schedule of social costs and benefits of avoiding climate damages, discounted to present value. In practice, at least so far, limits on greenhouse gas emissions appear to be set, especially in the near to medium term, by a balancing of political interests. Environmentalists favor deep cuts to emissions while high compliance costs are opposed by industry. To some degree, deeper reductions may tradeoff against other provisions that will benefit regulated firms such as transfers of free permits or other types of compliance flexibility such as offsets. This political bargaining boils down to a negotiation about the costs to regulated firms of cuts below a baseline scenario of future emissions. The outcome is ultimately decided by a politi-

59. For arguments why climate change is a “super wicked” problem because costs are near term while benefits accrue in the distant future, see generally Richard J. Lazarus, Super Wicked Problems and Climate Change: Restraining the Present to Liberate the Future, 94 CORNELL L. REV. 1153 (2009).


61. Caps for greenhouse gas emissions are not typically set based upon a health based standard as is the case for local air pollutants such as those regulated under the Acid Rain Trading Program, the NOx SIP Call, or the Cross State Air Pollution Rule. The reason is that the damages caused by greenhouse gases are separated by decades to centuries from the time of their emission. By contrast, most traditional air pollutants that have been subjected to cap-and-trade regulation cause harm on a timescale of hours to weeks.

62. The best example of this process is the pre-legislative bargaining that occurred in the lead up to the Waxman-Markey legislation. During that process, a formalized process that included stakeholders on all sides was used to develop a rough blueprint that was then adopted by legislators in the legislation. Parties to the negotiation agreed in exchange for a seat at the table to refrain from lobbying outside the four corners of their agreement. See generally UNITED STATES CLIMATE ACTION PARTNERSHIP, A BLUEPRINT FOR LEGISLATIVE ACTION: CONSENSUS RECOMMENDATIONS FOR U.S. CLIMATE PROTECTION LEGISLATION (2009), available at http://www.us-cap.org/policy-statements/.

63. For example, the American Clean Energy and Security Act contained numerous grants of allowances to impacted industries as well as provision for use of domestic and international greenhouse gas offsets sufficient to cover close to a third of U.S. emissions. Moreover, the broad outlines of this framework were agreed to by a coalition of environmental and industry groups prior to legislation being introduced. See id. at 25.
cal process unlikely to be controlled by optimization of societal costs and benefits, even assuming that all parties could agree to the appropriate method for discounting the future benefits of greenhouse gas regulation.

Even if this regulatory bargaining did not occur, that is, even if legislators set caps based on social welfare maximization or even without consideration of costs, cuts in emissions would likely be phased in gradually from a forecast baseline path in order to avoid unnecessary economic disruption to regulated sectors and energy-intensive industries. To take one real example of this phased-in approach, the cap under Waxman-Markey was designed to fall by between 83 and 107 million metric tons carbon dioxide equivalent per year (MMT CO$_2$e/y) below an emissions forecast during its first nine years of implementation, after which the rate of decrease was to increase to 155 MMT CO$_2$e/y. Gradual phase-in of this type is a near universal feature of greenhouse gas cap-and-trade bills introduced during the past decade.

Another way of expressing the magnitude of these early reductions is that typical cap-and-trade programs proposed in Congress during the period from 2006 to 2010 created a glide path that ultimately required cumulative reductions of approximately 5000 MMT CO$_2$e during their first decade of implementation. This cumulative reduction is particularly appropriate for emissions trading systems that incorporate banking and borrowing provisions. All the bills introduced during this period incorporated banking and borrowing in some fashion.

While there are far fewer examples of federal legislative efforts aimed at implementing a carbon tax, and these efforts have received nothing like the attention bestowed upon cap-and-trade bills, a clear pattern of how this type of legislation handles the phase-in process is also apparent. These programs typically propose an initial tax to be levied on greenhouse gas emis-

64. Gradual phase-in over time combined with trading allows industrial sectors with compliance costs to avoid premature retirement of long-lived capital assets.


66. Some bills have a declining yearly cap. Others set a cap that is the same in every year for up to a decade before ratcheting down. In either case, so long as banking and borrowing are allowed, there is no difference in stringency since firms can opt to over- or under-comply based on their abatement opportunities and cost of capital. Because all legislation and policies to date allowed for banking of emissions allowances, it is the integral of allowances issued over some time period that acts to bind emissions. The time period is set either by rules governing when allowances of a particular vintage can be surrendered or by the extent to which participants believe the program will endure.

sions that increases in some regular way on an annual basis. For example, legislation introduced during the last session of Congress proposed levying a carbon tax of twenty dollars per ton CO₂e on all fossil fuels in 2014. In subsequent years, the tax would have increased under the legislation by 5.6% per year above the consumer price index. Modeling work assessing the likely impacts of this bill on U.S. emissions suggests that it would reduce U.S. fossil fuel related emissions by seventeen percent below 2005 levels by 2020, equivalent to about one percent reduction per year and just achieving the commitment made by the United States under the Copenhagen Accord. Thus, as with cap-and-trade, proposals to tax carbon incorporate a gradual phase-in process in order to avoid introducing an economic shock to the energy sector and so to the economy. In the real world, costs are considered and the forecast economic impacts of climate legislation play an important role in determining its stringency.

The consequences for cap-and-trade and carbon tax phase-in of the model forecast errors discussed in Part I are different in important ways. Two types of forecast error were shown to be significant in Part I: variance and bias. These are worth considering separately and for each policy because the consequences are distinct. Variance of forecast greenhouse gas emissions means that there is uncertainty relative to a forecast emissions level for a given year about how close or far actual emissions will be. Importantly, variance is symmetric about the mean forecast. That is, there is an equal chance of being above or below the forecast in any given year. Because greenhouse gases are stock pollutants—what matters is their total concentration in the atmosphere, not their current emissions rates, there are not strong environmental protection reasons to be concerned with variance in emission rates, but there may be important market start-up or political reasons.

Emissions forecast variance will, for a cap-and-trade program, tend to create variance in allowance prices. To some degree, such uncertainty can be reduced for cap-and-trade by utilizing strategies that allow firms to access additional allowances or carbon offsets when prices are high and by storing or banking unneeded allowances when prices are low. During phase-in of cap-and-trade, the greatest risk or emissions variance may be that initial price formation in the market will be volatile. Because early demand for allowances is modest due to small initial cuts in emissions, any unexpected}

downward demand shock, for example an economic recession, can quickly drive allowance prices to low values, lowering incentives for abatement. For a carbon tax, downward demand shocks will combine with a stable carbon price to produce greater than expected abatement. On the other hand, because firms have certainty with respect to compliance costs, upward demand shocks, for example a large economic expansion, will lead to higher than expected early demand for allowances in cap-and-trade, hence higher compliance costs and higher than expected emissions under a carbon tax. The significance of any of these unexpected outcomes remains modest however so long as such variation in stringency of the policy is cyclical. If so, over time, total emissions to the atmosphere will approximate the forecasts made prior to enactment and so achieve the goals of climate policymakers.

The same cannot be said for the consequences of bias in emissions forecasts for cap-and-trade and carbon taxes. If, as in Part I, the forecast used to construct a cap-and-trade or carbon tax has a bias towards under-predicting emissions in the future, there can be significant and different consequences for phase-in of the two policies. For a cap-and-trade, low-biased emissions forecasts mean that a cap-and-trade market will produce lower allowance prices than expected throughout its lifetime. Firms will have weaker than expected incentives to reduce emissions. Actual abatement will be less than expected. And there will be no expectation that this situation will change over time. This means that, while the agreed to level of reductions will still be achieved, the cap will not reflect the level that could have been achieved by interests favoring environmental protection given their bargaining power had they had unbiased information during the policy formation process.

By contrast, a carbon-tax enacted based upon a low-biased emissions forecast, such as the one discussed in Part I, will tend to outperform expectations during its phase-in period. That is, because firms face the same incentive—the tax rate—to reduce emissions but find that it is easier to do so than predicted by the model, emissions will fall more than predicted by the model as the tax rate increases. In that case, environmental interests will achieve a greater level of reductions than they had expected. Note however, that this achievement is the logical consequence of the balance of environmental and industry bargaining power during the policy formation process. Recall that, as outlined in the Introduction, firms and environmental interests bargain to a socially suboptimal level of greenhouse gas emissions based upon beliefs about compliance costs. If so, then environmental interests have not gotten anything more than the benefit of their legislative bargain when, in response to an agreed upon carbon tax, firms reduce emissions more than they expected to because compliance costs turn out lower than expected.
Of course, these unexpected results are not the end of the story. The next Section examines theoretical arguments for and empirical evidence of how these programs are modified in response to differences between their expected and actual stringency. As was shown in Part I, the actual stringency of cap-and-trade program is likely to be highly uncertain due to its dependence on a forecast of future greenhouse gas emissions. So we should, and do, find that most of the action to modify policies occurs in cap-and-trade programs.

B. Modification of Greenhouse Gas Pricing Policies

1. Cap-and-Trade

The timeline needed to develop a cap-and-trade program and the modest near-term objectives implied by a phase-in require that emissions forecasts be sufficiently accurate to avoid either overallocation of emission allowances that results from too high an emission forecast or underallocation of emission allowances that results from too low an emission forecast. Overallocation occurs when there are more emissions allowances than emissions and so permit prices drop to zero or near zero. Underallocation occurs when the demand for allowances is far greater than expected, leading to high prices in the emissions trading market and to higher overall economic costs for the program. Both outcomes are a major source of concern because of the political bargaining that is at the heart of setting near term caps, the concern that climate policy should actually produce reductions in emissions, and the fear that a climate policy might unintentionally create economic disruption.

As was shown in Part I, EIA model forecast error assures that these types of errors are very likely to occur, with a bias toward lack of stringency and hence environmental benefit caused by overestimation of future emissions. Caps that end up being less stringent than expected will lead to calls for renegotiation because they fail to provide expected environmental benefits—emissions reductions. Caps that end up requiring greater than expected reductions will result in similar calls because they create unacceptable economic costs. But the two negotiating situations have starkly differing political economy that shrink the odds of increases to and raise the odds of reductions in the stringency of a cap-and-trade program.

In the case of a cap that is less stringent than expected because baseline emissions turn out lower than forecast, theory and evidence suggest that increasing stringency will be difficult. Forces pushing for increased stringency must overcome opposition from regulated industry to tighten the cap and increase stringency. This is in many ways a challenge equivalent to enacting carbon legislation in the first place. While environmental advo-
icates must have overcome industry opposition to establish a cap-and-trade, there is no guarantee that they will be able to do so again if circumstances suggest it should be modified to increase its stringency.

One real-world example of the challenges associated with tightening a program exists currently in the EU Emissions Trading Scheme (ETS), an EU-wide cap-and-trade covering emissions of greenhouse gases from major stationary sources. The EU ETS was established in 2005. During its first two phases of trading, the program repeatedly struggled with overallocation issues. However, since these first two trading phases were designed as a trial period and then for the purpose of complying with the Kyoto Protocol, low prices were not necessarily a concern. In the current phase of trading—where actual reductions in emissions are the only goal—there is no international agreement with which to comply and the cap was negotiated internally by EU member governments and the European Commission, prices again started high and have ended up quite low due to overallocation.

Environmental advocates have struggled for four years to reduce what they perceive to be an oversupply of allowances in the third phase of the program. In 2013, the European Commission managed to temporarily reduce the supply of permits via adoption of a proposal to “backload” their release. The backloading plan delays the release of 900 million allowances to the market from 2014-2016 until 2019-2020. This is a significant achievement for environmental advocates. But does it count as evidence against my hypothesis that cap-and-trade markets that are less stringent than expected will not be strengthened? I would argue that context matters—expectations prior to the advent of Phase Three of the EU ETS were that carbon prices would be in the range of twenty-seven to thirty-nine euros per ton CO₂. They were initially near the low end of this price before the market realized the lack of stringency in the cap. At the time that the backloading plan was approved, prices had fallen to three euros. The short-term stringency of the EU ETS was definitely increased by deferring issuance of nearly one billion allowances, best evidenced by a price jump to

72. Id. at Annex IV.
six euros in the price of allowances. But the backloading proposal is not an actual reduction in supply of allowances, only a delay, and the cap is still not anywhere near as stringent as was expected in 2008, when it was designed.74 Those that favored lowering the cap, rather than shifting it when compliance instruments become available, pushed hard for a reduction in overall allowance supply. At least so far, governments opposed to raising the carbon price have been able to block renegotiation of the overall cap on greenhouse gases.75 Partly as a result, coal-fired power production has actually increased and gas-fired power generation has decreased in the EU during the operation of the ETS.76 Thus, even in the EU, which is a relatively supportive political environment, the strengthening of a cap-and-trade program in the face of unexpectedly low stringency is a challenging political enterprise.

In theory, once allowances have been distributed, holders of these permits—particularly speculative holders—will have an interest in seeing the value of their assets increase. One logical way to increase the value of an allowance is to increase the level of stringency within a cap-and-trade program. In most cap-and-trade programs to date, the preponderance of allowance-holders purchase allowances for compliance purposes. Thus they do not have a strong interest in seeing the cost of allowances increase because this necessarily implies higher compliance costs. For example, there was no lobbying on the part of the power sector for increased stringency in the EU ETS during any of the phases for which overallocation has occurred.

Another example of overallocation in a cap-and-trade regime occurred closer to home. The Regional Greenhouse Gas Initiative (RGGI) is a cap-and-trade program limiting greenhouse gas emissions from electric power plants in nine northeastern states.77 RGGI began in 2009 and was designed to be a trial phase that would accustom the power sector in the northeast to operating under a cap—at that time to be (and currently) administered by


77. Current participants include Connecticut, Delaware, Maine, Maryland, Massachusetts, New Hampshire, New York, Rhode Island and Vermont. New Jersey was an early member but dropped out of the program. See Program Design, supra note 6.
state agencies, in the future perhaps by EPA. The first phase of RGGI lasted from 2009 to 2014 and was designed with low prices in mind. Indeed, ex-ante modeling by ICF using its Integrated Planning Model indicated that allowance prices would be on the order of two dollars during the trial phase. In fact, given the economic recession and the plunge in natural gas prices during the first period of RGGI, allowance prices would have plunged to zero but for the fact that almost all allowances in the RGGI system were auctioned and there was a reserve price of less than two dollars per ton CO₂. This reserve price meant that when supply of allowances outstripped demand in RGGI, the states reduced supply to avoid a complete price collapse. In effect, RGGI has served as a modest carbon tax—set at the auction reserve price—whose revenues have mostly been directed towards energy efficiency investments during the early years of the program.

In 2012, the RGGI states decided to lower the cap significantly in order to remove excess supply and move the allowance price above the minimum.78 Further, the cap is set to fall by 2.5 percent per year during the period from 2014 to 2020.79 Current allowance prices are approximately five dollars per ton CO₂.80 This increase in stringency is dramatic and represents contrary evidence to my hypothesis that weak cap-and-trade programs will rarely be strengthened. The states that administer RGGI have indeed strengthened their program—although to a fairly limited degree. What explains this change that appears to contradict my hypothesis that weak cap-and-trade programs tend not to be strengthened?

The explanation may be that RGGI states and their regulators are positioning themselves to comply with forthcoming EPA regulations limiting greenhouse gas emissions from electric power plants.81 An overallocated cap-and-trade cannot serve as a model for reducing emissions. At the same time, RGGI states regulators would be reasonable in not wanting to have the work they have done negated by preempting EPA regulations. RGGI’s future will likely be determined not by decisions that its member states make but by the need to comply with these regulations. These regulations allow for multi-state compliance along the lines of RGGI’s program design

79. Id.
80. As of this writing, the clearing price in the most recent RGGI auction was $5.02. Auction 24, REGIONAL GREENHOUSE GAS INITIATIVE, https://www.rggi.org/market/co2_auctions/results/auctions-1-25?id=250 (last visited Feb. 14, 2015).
and have a level of stringency not too different from RGGI’s.\textsuperscript{82} So here, an example may exist of a cap-and-trade being strengthened—but perhaps only in order to prepare for compliance with or influence the shape of an externally imposed mandate limiting emissions.

These examples suggest a few conclusions. First, it appears that overallocation and a general lack of stringency are serious concerns in many cap-and-trade programs. At the same time, strengthening these programs to produce expected levels of stringency has proven challenging, except when there are external forces that might encourage legislators and regulators to do so. The evidence from the EU suggests the politics of strengthening a cap is very tough, even where there is general support for climate policy. The evidence from RGGI suggests that under certain circumstances, the politics of regulation do support strengthening caps, but that these circumstances may involve external forces. In the case of RGGI, that external force is likely the expected regulation of power plant CO$_2$ emissions by the EPA.

By contrast, in the case of a cap that becomes unexpectedly stringent, both theory and evidence suggest that cap-and-trade programs will face a strong political challenge. This is because unexpectedly high allowance prices are likely to be economically disruptive to a large segment of an economy, either directly via the obligation to surrender allowances or indirectly via their impact on energy prices. These impacts would likely induce a broad constituency to lobby for relaxation of the cap-and-trade’s stringency.

We have just one real-world example of unexpected stringency caused by an external shock within a cap-and-trade program. This occurred during the California electricity crisis, when power plants were relieved of their obligation to comply with the Regional Clean Air Incentives Market (RECLAIM) program, a cap-and-trade for smog-forming pollutants administered by the South Coast Air Quality Management District. The

The RECLAIM program was initially overallocated, with allowances far exceeding emissions by regulated sources. But in 2000, when electricity prices spiked, so did demand for power generation in Southern California. As a result, allowance prices increased by a factor of ten and there was significant scarcity within the market. In response to this crisis, power plants were taken out of the RECLAIM cap-and-trade and allowance prices returned to the "normal" levels. This external shock, caused by poor regulatory design in the newly restructured California electricity market as well as other factors,83 caused allowance prices to spike. As soon as these environmental compliance obligations became higher than expected, the power sector was relieved of their obligation to comply.84 Interestingly, although the cap-and-trade was suspended for power plants, long-term electricity contracts signed during the crisis were enforced.85 Thus, when the energy sector was under strain, the environmental property rights received far less protection than ordinary electricity related contracts. This cautionary tale matches the political economy argument presented above—in a case where compliance costs under cap-and-trade turned out to be higher than expected, firms were relieved of these obligations.

A slightly more hypothetical example exists in California’s current cap-and-trade program. Assembly Bill 32 is the statutory basis for California’s suite of climate policies, including its cap-and-trade.86 From the start, Assembly Bill 32 has included explicit provision for delay of all or part of the climate change program by order of the Governor in the event that he finds that the program will cause “significant economic harm” to the state.87 Even as permit prices are near the reserve price in California’s carbon allowance auctions,88 there is significant concern in California about the need to intro-


84. U.S. ENVT. PROT. AGENCY, supra note 83, at 15.


87. See CAL. HEALTH & SAFETY CODE § 38599(a).

88. As of this writing, auction clearing prices are very near auction reserve prices. In the most recent CCA Allowance Auction, administered by the California Air Resources Board on August 8, 2014, the clearing price was $11.50 per allowance while the reserve price was $11.34. See CAL. AIR RES. BD., CAL. ENVT. PROT. AGENCY, CALIFORNIA AIR RESOURCES BOARD QUARTERLY AUCTION 8, AUGUST 2014: SUMMARY RESULTS REPORT, http://www.arb.ca.gov/cc/capandtrade/auction/august-2014/results.pdf (last visited Feb. 14, 2015).
duce additional means of avoiding price spikes for fear of the Governor exercising this option. There is no equivalent provision aimed at increasing the stringency of the program. Therefore, in at least two examples, evidence exists that cap-and-trade programs are vulnerable to weakening in the face of higher than expected allowance prices.

In conclusion, regulated sources of emissions, and those that might invest in new technologies to lower emissions from such sources, face a context in which emissions, hence program stringency, is inexorably uncertain. At the same time, these firms likely realize that if stringency turns out stronger than expected, there is a high likelihood of program modification. They also likely realize that if program stringency turns out weaker than expected, there is a much lower likelihood of program modification and so they are likely to benefit from lower compliance costs. Thus, one might conceive of cap-and-trade programs as giving regulated sources the upside risk that compliance costs will be lower than expected but providing them with a put option on the downside risk in the form of the political ability to suspend the program, should compliance costs turn out higher than expected. Thus, risk adjusted costs of cap-and-trade for regulated firms—that is, the actual incentive that firms will respond to when making investment decisions—are likely lower than the expected value for allowance prices suggests. How much lower will depend most strongly on the maximum compliance cost that is politically acceptable within a jurisdiction.

2. Carbon Tax

A carbon tax sets a price rather than a quantity limit on emissions. Under a carbon tax, firms know how much each ton will cost to emit, but a model is required to determine how much the economy as a whole will produce in response to this incentive. This difference from cap-and-trade creates a different expectations problem. A tax faces the possibility that reductions in emissions may turn out to be different than projected. On the other hand, the costs of compliance per unit of output are much more certain for a carbon tax than for a cap-and-trade. Furthermore, many of the changes that would impact compliance costs are under the control of the firm tasked with compliance—for example, investment in new energy efficient or low-carbon capital stock. Both aspects of the impact of a carbon tax are politically significant because both facilitate planning and minimize the

chance of unexpectedly low (or high) compliance costs. Conversely, what a carbon tax gains in terms of certainty of costs it gives up in terms of certainty on environmental outcome, which may have its own set of political consequences.

The implication of this price certainty but quantity uncertainty is that forecast errors for carbon taxes will take the form of uncertain outcomes in terms of emissions rather than compliance costs. Thus it might be the case that a carbon tax set at some rate, or, more likely, a schedule of rates,\textsuperscript{90} will produce more or less emissions as an outcome than forecast at the time of adoption. If a carbon tax produces higher emission levels, hence fewer emission reductions than forecast, it is likely to face many of the same challenges that a cap-and-trade program faces. There will be a wide array of business interests that are opposed to strengthening the scheme with only a few proponents—principally environmentalists and suppliers of low-carbon energy resources—in support. Under such circumstances, a carbon tax may face long odds. Just as for cap-and-trade programs, once enacted, it seems likely that carbon taxes would be difficult to strengthen.

On the other hand, the structure of the carbon tax policy, one that produces relatively certain compliance costs for firms, tends to minimize the chances of an unexpectedly stringent program (one that produces much lower emissions and hence greater emissions reductions) being repealed. In that case, emissions will be lower—perhaps closer to a first best trajectory than political bargaining at the time of adoption allowed for—but without the possibility as in the RECLAIM program that firms will be relieved of their compliance costs for the simple reason that the compliance costs are just what was agreed to in the political bargaining process. It is the results of those costs, emissions reductions, that have turned out greater than expected.

In addition, carbon taxes may create different political coalitions than tend to exist for cap-and-trade. Many carbon taxes, either proposed\textsuperscript{91} or actual,\textsuperscript{92} involve offsetting cuts in other distortionary taxes.\textsuperscript{93} Theoretically,

\textsuperscript{90} Most proposed or enacted carbon taxes envision a schedule of rates that increases over time, in much the same way that cap-and-trade programs envision a schedule of caps that falls over time. See, e.g., Carbon Tax Act, S.B.C. 2008, c. 40, sched. 1 (Can.), available at http://www.bclaws.ca/Recon/document/ID/freeside/00_08040_01#Schedule1.

\textsuperscript{91} E.g., Climate Protection Act of 2013, S. 332, 113th Cong. (2013).


\textsuperscript{93} In other words, income taxes are cut equal to the revenue raised from carbon taxes. This potential feature of emissions pricing—that revenues from reducing an environmental externality can be used to reduce distortionary taxation—is termed the “double dividend.” Lawrence H. Goulder, Environmental Taxation and the Double Dividend: A Reader’s Guide, 2 INT’L TAX & PUB. FIN. 157, 158 (1995).
this creates a very different political economy for altering the tax’s stringency relative to cap-and-trade. In particular, those that stand to benefit from reductions in other distortionary taxes to a greater degree than they will suffer from an increase in a carbon tax may well support the increase. Thus, both environmental advocates and a broader constituency of beneficiaries from reductions in other taxes are likely to sustain support for carbon taxes once enacted and resist calls to weaken them.

This difference in political economy is also reflected in the legislative process for carbon tax enactment. Carbon taxes, in order to be enacted, typically must either be proposed in or marked up in tax and or finance committees. For examples, the British Columbia carbon tax was introduced by the province’s finance minister at the time, Carole Taylor,94 and was considered alongside other revenue measures, including changes in numerous other taxes.95 Similarly, the Senate Finance Committee, in considering broader tax reform issues, has mentioned a carbon tax as an option.96 Thus, rather than being limited to review in the environmental or natural resources committees of a legislature, carbon taxes are often, if not generally, developed in committees with finance or revenue portfolios that implicate different interest group politics both for and against them.

Consider one hypothetical example. Firms that pay very high corporate income taxes, but face little carbon tax liability, such as a retail firm like Wal-Mart, may support high carbon taxes if these are tied to reductions in the corporate income tax rate. On the other hand, if a carbon tax outperforms expectations and so leads to calls by impacted industries for reduction in stringency, firms that disproportionately benefit from reductions in other taxes will help to counter the push for weakening. Wal-Mart, once it has received the benefit of a reduction in tax liability, will be loath to return to a higher rate so that American Electric Power can face a lower carbon tax liability.

Discussions of using funds raised by carbon pricing for reducing other taxes have so far been limited to carbon taxes. There is no theoretical reason why a cap-and-trade could not pursue a similar strategy.97 Yet to the degree...

---


97. Larry Goulder and Andrew Schein point this out in their discussion of hybrid carbon pricing policies. See generally Goulder & Schein, supra note 11.
that cap-and-trade revenues, or allowances, have been used for any purpose beyond distribution for free to regulated sources, the purposes have been limited to the energy space. For example, many state participants in the RGGI program utilize auction revenues to fund energy efficiency investments while California utilizes allowance auction revenues to fund further greenhouse gas reduction measures. This may be because cap-and-trade design processes are generally limited to and controlled by environmental and energy regulators. By contrast, design of carbon taxes is generally a shared responsibility of both environmental and budget and finance regulators or legislative committees. For example, the details of the British Columbia carbon tax, including the determination of the size of corporate and personal income tax reductions funded by carbon tax revenues, are administered by the Ministry of Finance rather than the Ministry of Environment or the Ministry of Energy and Mines.

Evidence from British Columbia, where a carbon tax was introduced in 2008 and then increased from ten to thirty dollars per ton CO2e over a period of several years does provide some evidence for this lock-in effect. Revenues raised by the carbon tax were used to reduce personal and corporate income taxes. This carbon tax, a higher carbon price than in any cap-and-trade program in the world, was phased in during the Great Recession when many firms and households were experiencing economic distress. The British Columbia government opted to keep the tax at thirty dollars after a study of its initial phase-in period and absent moves by neighboring U.S. states or Canadian provinces to move towards regulation of greenhouse gases. This decision to sustain the tax was made despite the fact that the expectation that other jurisdictions would implement carbon pricing during this period did not come to pass. The tax has sustained popu-

100. See supra notes 94-96 and accompanying text.
104. B.C. Ministry of Fin., supra note 102, at 64.
105. Harrison, supra note 103, at 10, 15-16.
larity in the province. Any move to reduce the carbon tax has triggered protest by both voters and firms with high tax liabilities relative to their greenhouse gas emissions levels. This combination is a powerful blocking constituency to the weakening of the carbon tax.

The Australian Carbon Pricing Mechanism (CPM), known popularly as the Australian Carbon Tax, might seem at first blush to be an important counter example to the British Columbia carbon tax. The Australian CPM was passed after great controversy in 2011 and phased-in in 2012. The program was the subject of heated debate in the 2014 elections and ultimately, after the electoral triumph of Tony Abbott, a conservative who opposed the policy, was repealed. But it is important to understand, as many in the press apparently do not, that the CPM was not actually a carbon tax. In its first two years, because of policymakers' fears about volatile carbon prices in cap-and-trade schemes in Europe, the CPM did operate as a fixed price tax on emissions from large stationary sources. But after that brief introductory period, the CPM transitioned to a cap-and-trade system. The fixed price level at which the program was initiated, AUS twenty-three dollars per ton, was extraordinarily high by international standards and lacked the phased-in approach of other programs such as the EU ETS or the British Columbia carbon tax.

In any case, after a closely fought election, the CPM was repealed in 2014 by the new conservative government in one of its first actions. It is hard to know what lessons to draw from the Australian experience beyond the conclusion that whatever the policy—tax, cap-and-trade, or hybrid—it will be unstable if enacted by narrow majority in a context where a simple majority can repeal legislation. This is likely to be especially true where the policy enacted begins at a relatively stringent level without a phase-in as has

111.  *See supra* notes 70-76 and accompanying discussion.
112.  *Clean Energy Act 2011* § 100.
113.  Cf. *id.*, section 14, specifying process for setting a carbon pollution cap, *with id.*, section 100, specifying fixed charges per ton of pollution for initial years of program.
been done for all other emissions trading schemes and for the British Columbia carbon tax.

One last point of comparison is important to draw between outcomes under a carbon tax and a cap-and-trade that relates to the need for program modification. Given the bias in emissions forecasts illustrated in Part I, all cap-and-trade programs proposed by Congress in the past decade would have resulted in substantially fewer emissions reductions below business as usual and much lower allowance prices than forecast. This would have likely led to calls for strengthening of the program via legislative amendment on the part of environmental advocates. The outcome of such proposals would have been highly uncertain, even absent current political realities in Congress. Environmental laws are not often amended. The status quo, once established, is very difficult to alter. Further, most legislators, having expended significant efforts on climate legislation, would no doubt have prioritized other issue areas in allocating their time and political capital.

In other words, if the U.S. Congress had enacted Waxman-Markey or one of the other cap-and-trade proposals, climate policy advocates would have been stuck with a situation in which relatively little abatement was occurring, allowance prices were very low, and the prospect of reform of the cap-and-trade program was a remote possibility. By contrast, passage of a carbon tax with prices similar to those envisioned by all parties for the allowances under Waxman-Markey, would have led to much greater abatement than anticipated and few, or at any rate likely unsuccessful, calls for weakening of the pollution pricing scheme. Given the bias and variance in emission forecasts, and the sensitivity of outcomes under cap-and-trade to these projections, carbon taxes offer a much greater likelihood that all sides in a climate regulation negotiation enjoy the benefit of the bargain.

**Conclusions**

This Article has argued that key information needed to design real cap-and-trade programs is unavailable to policymakers. To do this, I performed an assessment of forecast error for NEMS with the specific purpose of cap-and-trade design in mind. My conclusions are that legislators need accurate emissions forecasts in order to set the cap in cap-and-trade programs but energy models are not up to the task. Forecasts are both biased and imprecise. This bias and imprecision may be by design, depending on the intentions of model developers, or it may be an inevitable consequence of the modeling framework.

Whatever its causes, the errors introduced into cap-and-trade policy design by this information deficit will predictably lead to weaker than intended cap-and-trade programs. Theoretical analysis and empirical evidence
of the political economy of actual cap-and-trade policies points to strong pressure to weaken regulation if programs are too stringent but much weaker pressure to strengthen regulation if programs are weaker than expected. The interaction with model forecast error is important because the bias in emissions forecasts leads predictably to weak programs that are then very difficult to strengthen.

By contrast, carbon taxes do not require the same level of information about future emissions in order to craft real policy. Carbon taxes are likely to produce emissions reductions relative to baseline emissions with greater certainty than a cap-and-trade because a real carbon tax will always create incentives to lower emissions while real cap-and-trade may not. Finally, a carbon tax that offsets other distortionary taxes is likely to be more robust to efforts aimed at weakening it's stringency than a cap-and-trade program that, at the time of adoption, appears equally stringent but that in practice, turns out to be weaker or stronger than predicted. Although a carbon tax does not guarantee a certain level of emissions, given the politics and the information problems of designing programs that do cap emissions, policymakers may be giving up less than they assume if they opt to price rather than limit greenhouse gas emissions. In fact, given the bias in energy models used to design climate policies, carbon taxes are more likely to over-deliver emissions reductions than under-deliver them.

In the short run, these insights may be important to states that face compliance obligations under forthcoming EPA regulations. Eventually, Congress or state legislatures will once again consider adopting comprehensive limits on greenhouse gas emissions. In all cases, policymakers will likely at least consider using some form of emissions pricing. When they do, they should look critically at the quality of information upon which they rely to design and evaluate climate policy. In the case of climate policy, this Article has shown that the inability of energy models to accurately forecast future emissions may favor adoption of a carbon tax approach over cap-and-trade.
